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CHAPTER 1
INTRODUCTION

The purpose of this monograph is to present a critical review of those equivalence techniques which have been and are being used to define and simulate service vibration environments in the testing laboratory. A further objective of the monograph is to present a unified and current overview of the heretofore fragmented activities involved in the formulation of vibration equivalence methods.

The term vibration equivalence shall be interpreted to be concerned with (a) the various techniques used to derive test levels, (b) the performance of tests intended to simulate the conditions of service vibration, and (c) the duplication of critical damage processes. The interpretation is extended to include those techniques which may be applied to derive substitute vibratory loads for use in product design and performance evaluation. As a result of the previous interpretation, the vibration equivalences are found to encompass vibration simulation techniques in general, and are not restricted to the unsuccessful random-sine equivalences which were attempted during the middle 1950's.

The vibration equivalence techniques were assembled in two categories, as shown in Fig. 1-1, using equality as a basis for defining each category. One category includes those theories which assign equality by defining a damage criterion and equating the amount of damage produced by different vibration experiences. This category of equivalence techniques includes damage that will accumulate and eventually cause failure, and damage that is a function of the magnitude of some parameter of specimen response. The second category of equivalence techniques includes those approaches used to improve test realism by recognition of the ever-present structural interaction between a specimen and its support.

The equivalences based on cumulative damage draw heavily on various theories developed to explain material fatigue processes. The fundamental theory needed to develop the cumulative damage equivalences is described by Chapter 3, and will lead to various techniques which may be used for scaling test time and changing test type. The equivalences based on magnitude of damage include those techniques which equate important specimen response characteristics such as motion or operational malfunction. These equivalences are described in Chapter 4. Chapter 5 covers the interaction equivalences and is to a large extent a survey of current work in the application of mechanical-impedance concepts to the problem of improving test realism. The mechanical-impedance equivalences are difficult to implement because in-service force data are not generally available or easy to obtain. The emphasis in this chapter is on providing the reader
with an appreciation for possible weaknesses in test and equivalence practices when specimen and support interactions are ignored. Chapter 6 provides a discussion of the uses of vibration equivalence techniques and the application of equivalence concepts to the problem of performing meaningful vibration tests. Although the word test appears frequently in the text, no lack of emphasis is implied for the problem of field data interpretation. An objective of Chapter 6 is to identify each major event associated with vibration simulation and testing, discuss the relationship between each event and the other events, and indicate the manner in which the equivalence techniques are used to define the interrelationship of these events.

The application of vibration equivalence techniques to accepted testing procedures involves the use of engineering judgment, empiricism, and a willingness to accept some inaccuracy in results. Therefore, the use of vibration equivalence techniques has been subject to some controversy [1], even though the boundaries of this inaccuracy are better defined than the boundaries of the inaccuracies which may result from certain current test practices.

Included in this monograph are the results of a thorough survey and literature search directed toward locating every available paper relating to vibration equivalence. The primary sources of information include the following:
1. All unclassified Shock and Vibration Bulletins through 1970.
3. A literature search performed by the Defense Documentation Center, covering 20 years to March 1970.
4. A literature search performed by the National Aeronautics and Space Administration, covering 20 years to March 1970.

6. References cited in reviewed articles.
7. Suggested additional sources resulting from a letter survey of 186 authors and engineers in the field of vibration testing.

Each article, paper, or report was read and annotated for inclusion in the monograph. The papers are widely distributed in source, with many from countries outside of the United States. It was found that the majority of the authors presupposed that the reader was familiar with work in the fields of fatigue damage and mechanical impedance. The monograph contains rudimentary theory in both of these fields for the uninitiated reader.

The letter survey of authors and engineers engaged in vibration testing elicited a generous response. A few of the letters are quoted which represent the general thinking of the respondents. Several unpublished memos, papers, and reports were also surveyed; however, the bibliography is limited to available published work.

One persistent problem which tended to hamper the review and comparison of the many authors' work was an inconsistency in the use of symbolism and a corresponding lack of a symbolism technique which would define accurately the meaning of important symbols. A result of this problem was the adoption of a generalized method of symbolism, described in the appendix, which is used throughout the monograph.

The overview of various vibration equivalence techniques and their application, as provided by this monograph, was intended to be complete and current. Therefore, if any significant paper or report was omitted, comments on such omissions will be gratefully received.
CHAPTER 2
A REVIEW OF CUMULATIVE-DAMAGE THEORY

It is important for the reader to be familiar with those fundamental aspects of fatigue theory which provide a basis for the cumulative-damage equivalences. Of particular interest are the concepts associated with the fatigue and cumulative-damage processes. The ideas are not difficult to master; however, it is easy to assume that a material characteristic is of a simple nature when the characteristic is in fact strongly dependent on some less obvious variable. As an example, there are many handbooks, technical articles, and vendor specifications in which the ultimate strength of a material may be found in a listing of material mechanical properties. For the majority of engineering uses the listed value is an adequate guide. However, the engineer who is designing a structure that experiences rapidly changing loads, perhaps aircraft landing gear, might reject a material which meets all other criteria if he did not know that the ultimate strength of certain materials will appear to increase at high rates of strain. Many additional examples could be cited, such as the temperature dependence of ductility and creep, but it is necessary to direct our attention to those material characteristics which influence the use of vibration equivalence techniques.

The first section of this chapter provides a review of fatigue theory and the concept of cumulative damage. This section is intended to serve as a primer and may be bypassed by the reader who is versed in fatigue terminology.

The second section presents detailed coverage of three cumulative damage theories. These theories are of interest because each of the currently used cumulative-damage equivalences may be reduced to a mathematical statement identical to one or more of the three theories. The more advanced reader may choose to bypass this section.

The final section of the chapter contains a listing, by type, of all fatigue theories which were found by the author during a literature search associated with the preparation of this monograph. Each fatigue theory was categorized as either linear, nonlinear, or phenomenological. In addition, each theory is briefly described and suitable reference sources are identified. This section is intended as a starting point for the reader who has interest in the development of more complex equivalence techniques.

There are many excellent publications which may be consulted by the reader who is interested in a more detailed presentation of progress in the field of fatigue damage. These publications include Refs. 2 through 5.
2.1 Fatigue and Cumulative Damage

Fatigue is a process of damage accumulation resulting from the repeated application of load. The term load is used to specify any force or collection of forces acting on an object, and is described by known or measured relationships between magnitude, direction, and time. The results of load application are deformation and the formation of stress patterns in the loaded object. It follows that discussions of material fatigue properties in terms of stresses and stress cycles imply specific load patterns on a given object. Thus the term load is used to define completely the stress and deformation resulting from forces—whether these forces originate from sources internal or external to an object, result from changes in momentum, or are caused by forces of any other origin.

A load may consist of one or more applications of a single load, a sequential application of several specific loads, the superposition of one or more single or sequential loads, the superposition of a randomly varying load and single or sequential loads, or perhaps an entirely random variation of load. Each of these load situations influences the fatigue life of a material. The nature of this influence has interested several researchers and caused them to attempt to find a fatigue model which will accommodate the various types of loads. Current fatigue theory is based on the concept of cumulative damage. The concept of cumulative damage is that every load cycle causes incremental damage, which is accumulated until a certain level of damage is reached at which the specimen will fail.

Historians in the field of fatigue damage have noted that fatigue failures caused by the repeated loading of a structure were not given serious consideration prior to the early 1800s [4]. Even then many engineers were reluctant to accept the idea that small repeated loads, including loads above the endurance limit as it is now defined, would cause damage to accumulate and lead to failure. Fatigue failures appear frequently in service and are known to account for the majority of all mechanical fractures [6].

Two phases believed to be involved in the fatigue process are crack initiation and crack propagation [7]. The various theories used to predict fatigue life differ in the treatment given each of these two phases. In later sections of this chapter the differences among the various theories will be discussed; however, it is of interest here to recognize that some theories hold for both phases of damage accumulation, whereas other theories offer separate models for each phase.

The relationship between the stress induced by an applied load and the number of load repetitions which, under a given set of conditions, will cause failure, may be described by a curve similar to that shown in Fig. 2-1. This curve represents the mean of experimental data and is usually plotted to logarithmic scales. Within certain limits the logarithmic curve may be approximated by a straight-line relationship such as curves A or B in Fig. 2-2. These curves are commonly called S-N curves, where S refers to stress amplitude and N to the number of constant-amplitude load applications expected to cause failure.

The number of stress applications that a material will withstand varies with load level and is called fatigue life. If a material exhibits the property that repeated stresses below some certain level will not cause failure, that particular stress level is called the endurance limit. Curve A of Fig. 2-2 represents a material which clearly has an endurance limit, whereas an endurance limit is not defined for the materials of curve B or curve C. In those cases in which an endurance limit is not clearly defined, the value of stress at \( N = 10^7 \) cycles is frequently selected as the endurance limit.

The experimental techniques used to generate S-N curves are usually very carefully controlled to assure uniformity in such factors as specimen geometry, loading, temperature, and alloy composition, and yet at any one load level the test data scatter may range from 10:1 to 100:1. As a result, it is of more significance to describe the S-N curve in terms of a mean value with an attendant standard deviation, or in terms of probability of failure at any specific stress level [8].

When it is necessary to select an S-N curve, consideration must be given to several other factors in addition to assuring that the data were taken for the material of interest and that the range of data scatter is known.
A change in temperature will modify the fatigue failure processes. A reduction in temperature usually increases the number of load cycles needed to cause crack nucleation. At higher temperatures, when a crack is started it tends to propagate faster, and the material tends to fail at shorter crack lengths. An increase in temperature can lead to increased crack propagation rates, as creep processes enhance the progress of fatigue damage. The effect of temperature on fatigue life is shown in Fig. 2-3.

![Stress vs. Cycles to Failure](image)

**Fig. 2-3.** Fatigue life as a function of test temperature (typical for most metals) [9].

The geometrical shape of a specimen, and in particular sharp inside corners, holes, notches, or inclusions that create stress concentration will modify the apparent fatigue properties of the specimen. A stress concentration may create a volume of material subjected to repeated plastic strain. The region subjected to repeated plastic strain may become a source of fatigue cracks which, on continued load application, propagate through the material causing early fatigue failure. The effect of a notch on specimen fatigue life is displayed in Fig. 2-4. Stress risers must be considered during the selection of $S-N$ data for specimens which have notches or other stress risers [6,10].

The nature of an applied load will influence the experimental $S-N$ relationships. Most fatigue experiments consist of loading a specimen cyclically with a reversing load about a zero mean stress. In Figure 2-5, a zero mean stress condition exists when $\Delta S = 0$ and $S_{(\text{max})} = -S_{(\text{min})}$. If some value of mean stress, $\Delta S$, is produced by preload or the presence of residual stresses, a fluctuating stress is said to exist where $S = \Delta S + S_{(\text{variable})}$. If the absolute value of the mean stress is relatively small, the mean stress has small effect on fatigue life. A "small" mean stress has been estimated to be about one-third of the alternating stress amplitude [8]. When the mean stress is equal to or greater than the alternating stress,

$$|\Delta S| \gg |S_{(\text{variable})}|,$$

the stress is called pulsating and is sometimes characterized by the ratio of $S_{(\text{max})}$ to $S_{(\text{min})}$.

![Stress vs. Time](image)

**Fig. 2-5.** Stress resulting from a cyclic load.

A compressive mean stress or a compressive residual stress must be overcome by an applied load prior to the development of tensile stresses. Compressive mean stresses are frequently used as an intentional design ploy to increase the fatigue life of a critical structure or component. The result is to lower the tensile stresses resulting from a given load, and thus to reduce the tendency to repeatedly open existing fatigue cracks.

The $S-N$ curve is frequently approximated by a straight line on a log-log plot for much of its useful range. This approach is valid in a practical sense because (a) very low-cycle failures approach static strength conditions when compensated for rate of load application, and (b) the high-cycle range has poor accuracy and is usually avoided because small variations in stress lead to very large changes in $N$. A reason to use caution in the high-cycle range is that damage will accumulate at stresses below the $S-N$ curve [11].

An accurate evaluation of cumulative damage in terms of basic fatigue performance is sometimes questionable, even for a simple test, because the basic mechanics of fatigue damage are poorly understood. Freudenthal [12] tentatively divided the effects of cyclic stress amplitudes into three groups:
1. A high-stress range where \( N < 10^5 \) cycles. The failures in this range are characterized by severe crystal fragmentation and disorientation accompanied by hardening.

2. A "true" fatigue stress range where \( 10^5 < N < 10^7 \) cycles. The failures in this range are characterized by reversed slip and slip concentration into striations with very little hardening.

3. A "safe" stress range where \( N > 10^7 \) cycles. In this range there is widely distributed slip, but neither hardening nor substantial pore or microcrack formation occurs.

The simplified S-N curve is illustrated by Fig. 2-6. When the slope of the logarithmic S-N curve is defined as shown, the S-N relationship becomes

\[
b \log S = \log C - \log N,
\]

where \( C \) is a constant evaluated at a known reference condition. Equation (2-2) is frequently stated in another form,

\[
NS^b = C_1,
\]

where the exponent \( b \) assumes values from about 5 to 20 for various materials. When it is of interest to consider changes in \( N \) with changes in \( S \), then

\[
N_i = N_{0i} \left( \frac{S_0}{S_i} \right)^b,
\]

where the subscript 0 refers to a known point on the S-N curve and the subscript \( i \) represents the conditions related to or resulting from load \( i \).

![Fig. 2-6. S-N plot for 7075 aluminum.](image)

2.2 Theories Underlying Equivalence

Miner's Method

Miner's [13] method is the most universally applied linear cumulative damage theory because it is relatively simple and yields predictions usually as accurate as other methods. Miner's theory is sometimes called the Palmgren-Miner theory in recognition of the fact that Palmgren [14] documented the linear damage accumulation concept about 20 years before Miner. Langer [7] also investigated linear damage accumulation in a general sense and described the fatigue process as consisting of both crack initiation and crack propagation.

Miner's theory consists of a simple summation of the fraction of usable specimen life consumed at each load level during a specimen's load history. Fatigue damage is assumed to be proportional to work absorbed in the test specimen. The absorbed work in turn is considered proportional to a ratio of the number of applied stress cycles to the number of stress cycles that will produce failure at the given stress level. It is assumed that the amount of damage required to fail a specimen is constant, that the amount of damage is a simple function of load, and that damage is independent of load sequence. Failure is predicted when a sum of the fractional damage from all sources of cyclic stress is equal to unity:

\[
D = \sum_{i=1}^{m} \frac{n_i}{N_i},
\]

where

- \( d \) = damage fraction or fraction of consumed fatigue life
- \( n_i \) = the number of cycles experienced by the specimen at load \( i \)
- \( N_i \) = the number of cycles to failure at load \( i \) from an appropriate material S-N curve.

Miner's experimental data for total damage accumulation at actual failure gave \( D \) values ranging from 0.61 to 1.45. The variations in damage summation have been verified by other researchers [15, 16]. The absolute value of damage at failure appears to be a function of load level and load sequence, with variable-amplitude loads causing significant deviations from the \( D = 1 \) failure criterion. Freudenthal and Heller [17] have shown that \( D \) varies between 0.1 and 1.0 when intermixed stresses are used on smooth unnotched specimens of 2024 aluminum and 4320 steel, and Hillberry [18] found that the Miner summation yielded values from 1.5 to 5.0 for 2024 aluminum under random loading. The range of 0.3 to 3.0 seems to contain all well-mixed loading spectrums; however, coaxing tests have yielded values in excess of 10. The values obtained by monotonically increasing load levels, i.e., coaxing, are not necessarily a realistic representation of
a service environment. The use of fatigue theory to establish vibration equivalence relationships is usually concerned with the equality of damage between tests rather than the magnitude of the damage summation. If Miner’s theory is used to estimate fatigue life, $D = 1$ is a good average value, and values down to $D = 0.3$ may be assumed if a conservative life prediction is desired.

Miner’s cumulative damage theory is considered independent of stress because equal amounts of damage are assumed for equal fractions of life regardless of stress amplitude. It is instructive to plot normalized damage against cycle ratio as in Fig. 2-7. Because there is no stress dependence, one curve such as Fig. 2-7 may be used to characterize the damage accumulation process. It is assumed that the amount of damage caused by any one cycle is dependent only on the number of cycles to failure (life) at the applied load amplitude for that cycle, and not on the total life consumed prior to application of that cycle or the magnitude of previous loading. That is,

$$\Delta D_i = \frac{dD}{d(n/N)} \frac{1}{N_i},$$

(2-6)

which would not be true if the damage curve changed slope at a specified load level due to the application of prior loads [19].

![Damage-cycle ratio relationship, no stress dependence.](image)

The definition of damage at failure requires further consideration because a failure mode may be load dependent. A fatigue crack of sufficient depth to cause catastrophic failure at a large load may not cause failure at a lower load. The definition of failure, perhaps crack depth or percent absolute loss of strength, must be uniformly applied to assure the validity of a relationship such as that shown in Fig. 2-7.

The specimen fatigue life $N_f$ in cycles, resulting from $f$ different sets of load history, may be derived from Miner’s theory.

$$N_f = \sum_{j=1}^{n} \left[ \sum_{l=1}^{m} \frac{n_{ij}}{n_l} \right] \sum_{i=1}^{m} \left[ \frac{n_l}{n_{ij}} \right]$$

(2-7)

It is now possible to derive an expression for an equivalent stress which will cause the same damage over the total number of applied load cycles as the damage produced by the $i$ stress levels.

$$S_e = \left( \frac{\sum n_i S_i^b}{\sum n_i} \right)^{1/b},$$

(2-8)

where $S_e$ is the equivalent stress.

The Miner hypothesis is usually applied to the linear summation of a spectrum of constant-amplitude loads; however, it may be extended to continuous spectrum or random loads. This is accomplished by assuming that each peak in the load spectrum represents a “cycle” and that a characteristic frequency of the narrowband random-load spectrum exists which is defined as the average number of zero crossings with positive slope per unit time. Knowing the probability density of the peaks, the characteristic frequency may be computed,

$$f_c = \frac{E[n_p]}{\int P[S]dS},$$

(2-9)

where

- $E[n_p]$ = the expected number of peaks during time $t$
- $f_c$ = the characteristic frequency of peaks between $S$ and $S + dS$
- $P[S]dS$ = the expected number of cycles where the stress amplitudes lie between $S$ and $S + dS$.

In terms of load $i$, a single-peak stress $S_i$ resulting from load $i$ causes an increment of damage of $1/N_i$. Since the spectrum level varies continuously, the damage summation is expressed by an integral,

$$E[D] = f_c \int_0^\infty \left[ \frac{P[S]}{N[S]} \right] dS,$$

(2-10)
where
\[ N[S] = \text{the number of cycles to failure at stress amplitude } S \]
\[ P[S] = \text{the probability density of stress peaks} \]
\[ E[D] = \text{the expected value of the damage accumulated over time } t. \]

Equation (2-10) may be evaluated in closed form if the following conditions are satisfied: (a) the load frequency bandwidth is sufficiently narrow to assure that \( f_c \) may be evaluated, (b) the stress history is a stationary and normal (Gaussian) process, (c) the fatigue curve can be represented by a straight line in log-log coordinates, and (d) the probability distribution of the stress peaks \( P[S] \) is known. When these conditions are satisfied,
\[ E[D] = \frac{f_c t}{C_1} (\sqrt{2} S)^b \Gamma \left( 1 + \frac{b}{2} \right), \]  
(2-11)

where \( \Gamma \) represents a gamma function and \( C_1 \) was defined by Eq. (2-3).

Because it is theoretically possible that peak stress amplitudes will approach infinity, the rms value of stress is frequently used to form a random logarithmic \( S-N \) curve. The random logarithmic \( S-N \) curve, or logarithmic \( \bar{S}-N \) curve, can be defined by evaluating Eq. (2-11) at failure,
\[ N \bar{S}^b = C_1 \left[ 2^{b/2} \Gamma \left( 1 + \frac{b}{2} \right) \right]^{-1}, \]  
(2-12)

where \( \bar{S} \) is the rms stress, \( f_c t = N \), and damage is unity. Root [20] applied Eqs. (2-12) and (2-3) to develop a plot of the ratio of rms random stress to the peak sine stress vs the parameter \( b \), as in Fig. 2-8. Figure 2-9 provides a typical comparison between logarithmic \( S-N \) and logarithmic \( \bar{S}-N \) plots.

The Corten-Dolan Theory

Corten and Dolan [22,23] developed a nonlinear theory for the evaluation of fatigue damage. The Corten-Dolan approach is based on the number of available damage nuclei and rate of crack propagation. The magnitude of the greatest varying load is considered to determine both the number of nuclei and rate of crack propagation. Equation (2-13) expresses the damage accumulation for the \( t \) load level,
\[ D_t = m_t r_t N_t^{a_d}, \]  
(2-13)

where
\[ m = \text{number of damage nuclei} \]
\[ r = \text{rate of crack propagation constant} \]
\[ a = \text{an experimentally determined constant exponent}. \]

The constants in Eq. (2-13) are fixed for a specific load (stress amplitude in a single-level test) and may vary for different values of load. Damage at failure is considered to be unity, which leads to an expression for damage as a function of cycle ratio:
\[ D_t = \left( \frac{N_t}{N_f} \right)^{a_d}. \]  
(2-14)
Equation (2-14) is of little value because it only provides information about the damage accumulated at one load level. When more than one load level is applied to a specimen, e.g., two varying loads, the order of load application becomes important and the damage expression of Eq. (2-13) must be generalized. Corten and Dolan performed the generalization by using the actual number of cycles at each load level and by assuming that damage accumulated at the lower level was influenced by the number of nucleation sites \( m \) caused by the higher level load. Because of the use of the actual number of cycles at a load level instead of an equivalent number of cycles at the higher load level, it is necessary [24] for the exponent \( a \) to be independent of load magnitude. The use of a load-invariant exponent for the case of two different load levels leads to

\[
N_f = \frac{N_h}{\lambda_h + R^{1/a}(1 - \lambda_h)},
\]

(2-15)

where

- \( N_f \) = the number of cycles to failure
- \( N_h \) = the number of cycles at the higher load
- \( \lambda_h \) = the ratio of cycles at the higher load to the total number of cycles
- \( R \) = the ratio of lower load to higher load crack propagation rates.

Equation (2-15) may be expanded to account for \( m \) sets of load history,

\[
N_f = \frac{N_h}{\sum_{i=1}^{m} \lambda_i \left( \frac{S_i}{S_h} \right)^{1/a}},
\]

(2-16)

where \( i \) refers to load history \( i \), subscript \( h \) refers to the highest load, \( r \) is defined in Eq. (2-13), and \( \lambda_i \) is the ratio of cycles at load \( i \) to the total number of cycles,

\[
\lambda_i = \frac{m_i}{N_f}.
\]

(2-17)

Corten and Dolan also asserted that a relationship existed between \( R \) and a ratio of lower stress to the highest stress,

\[
R^{1/a} = \left[ \frac{S_i}{S_h} \right]^d,
\]

(2-18)

where the exponent \( d \) was determined experimentally and one value appeared to describe all the data for a single material and configuration in their experimental work. Incorporation of Eq. (2-18) into Eq. (2-16) leads to a generalized expression for life when several load levels are present,

\[
N_f = \frac{N_h}{\sum_{i=1}^{m} \lambda_i \left( \frac{S_i}{S_h} \right)^{1/a}},
\]

(2-19)

The preceding development is based on an assumption that the damage nucleation cycle time is zero. Thus, all of the damage nuclei are created during the first load application, and the number of nuclei is a function of the largest load. Therefore, to apply the Corten-Dolan theory it is necessary to (a) identify the largest load, and (b) have a suitable value of the exponent \( d \) as determined by experiment.

When investigating 2024-T4 aluminum alloy, Swanson [25] found that the Corten-Dolan theory predicts complete failure for low prestress conditions and approaches correct life values at high prestresses. There are little data in the literature which provide values of the Corten-Dolan exponent \( d \), a fact also noted by Gerks [26], and which limit the usefulness of this approach until values of \( d \) are experimentally determined and available.

It is possible to rearrange Eq. (2-19) into a form similar to that of Miner's hypothesis, Eq. (2-5), by using Eq. (2-17) and defining

\[
\bar{N}_i = N_h \left( \frac{S_h}{S_i} \right)^d,
\]

(2-20)

with the result that

\[
D = \sum_{i=1}^{m} \frac{N_i}{\bar{N}_i}.
\]

(2-21)

When reviewing damage at failure, that is \( D = 1 \), and comparing Eqs. (2-20) and (2-21), it is apparent that the Corten-Dolan theory can be interpreted as a Miner summation on a family of modified fatigue curves as defined by rewriting Eq. (2-20),

\[
\bar{N}_i S_i^d = N_h S_h^d = \bar{C} = C^* S_h^{d-b},
\]

(2-22)

where \( \bar{C} \) and \( C \) are constants selected to maintain the equality. The modified curve is obtained by passing a straight line through \( S_h \) as shown in Fig. 2-10.
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\[ h_l = A \exp (\gamma n_l), \quad (2-25) \]

where
\[ h_l = \text{crack depth} \quad i \text{th} \text{ load} \]
\[ A = \text{a constant} \]
\[ \gamma = \text{a factor dependent on load magnitude} \]

He further noted that the total strain \( \varepsilon \) caused by a load consists of both elastic and inelastic components,

\[ \varepsilon = \frac{S}{E} + CS^x, \quad (2-26) \]

of which only the inelastic strain contributes to crack growth. The exponent \( x \) was determined by curve fitting and represents the slope of a logarithmic S-N curve. Use of the above expression for inelastic strain to represent \( \gamma \) in Eq. (2-25) gives the following expression for crack growth:

\[ h_l = A \exp (CS^x n_l), \quad (2-27) \]

The constant \( A \) was interpreted to represent an initial crack depth \( h_0 \) (i.e., let \( n_l = 0 \) in Eq. (2-25)), which leads to the Shanley "1x" theory defining crack growth,

\[ h_l = h_0 \exp (CS^x n_l), \quad (2-28) \]

where \( C \) is a constant.

Rewriting Eq. (2-28) in terms of critical crack depth, which is considered to be a constant regardless of load amplitude, yields

\[ h_f = h_0 \exp (CS^x N_l), \quad (2-29) \]

where \( h_f \) is the critical crack depth.

It can be seen that the S-N curve must be of the form

\[ N_l = \frac{(\text{Constant})}{S_f^x}. \quad (2-30) \]

Thus, the Shanley theory predicts the nature of the S-N relationship as well as providing an approach to estimating cumulative damage. Damage is now defined as a ratio of \( h_l \) to \( h_f \),

\[ D_l = \exp \left[ CS_f^x N_l \left( \frac{n_l}{N_l} - 1 \right) \right], \quad (2-31) \]
Shanley derived an expression for a reduced or equivalent stress which would yield identical damage over the same total number of load cycles as the actual load history. The expression for equivalent stress,

\[ S_e = \left[ \frac{\sum n_i S_i^{\alpha}}{\sum n_i} \right]^{1/\alpha}, \quad (2-32) \]

shows that all stresses in the spectrum, when raised to the \( \alpha \) power, are weighted in proportion to their relative frequency of occurrence. The Shanley 1x theory, assuming a straight-line representation of the logarithmic S-N curve, will reduce to a statement of the Miner theory summation and is considered to be equivalent [19]. The primary difference between the Shanley 1x theory and the Miner theory is that Miner stated that damage was a linear function of cycle ratio, whereas Shanley merely required the existence of a damage relationship.

Shanley further noted that the 1x hypothesis did not seem to fit actual test data well at large values of \( n \). As a result he developed what is called the Shanley 2x theory by assuming that initial crack depth was a function of the magnitude of the stress amplitude:

\[ h_i = A S_i^x \exp(C S_i^x n_i). \quad (2-33) \]

Use of Eq. (2-33) in the original derivation led Shanley to the 2x hypothesis. The 2x expression for equivalent stress gives greater weight to the damage which is accumulated at higher stress levels:

\[ S_e = \left[ \frac{\sum n_i S_i^{2^{b/2}}}{\sum n_i} \right]^{1/(2b)} \quad (2-34) \]

This approach tends to bring the 2x theory into closer agreement with test data. It should be noted that the exponent \( \alpha \) used by Shanley and after which his hypothesis is named, is in fact identical to the exponent \( b \) from Eq. (2-3). That is,

\[ S_e = \left[ \frac{\sum n_i S_i^{2^{b/2}}}{\sum n_i} \right]^{1/(2b)} \quad (2-35) \]

which is identical to Eq. (2-34) with \( b \) substituted for \( x \). The 2x theory (or 2b) theory will predict earlier failure than Miner's theory.

When used for fatigue life predictions, \( S_e \) is determined by either Eq. (2-32) or Eq. (2-34), and \( x \) (or \( b \)) is derived from experimental data. The material S-N curve is entered at \( S_e \) to find the corresponding number of cycles \( N_e \) that may be applied to the specimen where the load causes stresses above the endurance limit. Fatigue life is predicted when \( N_e \) is multiplied by the total number of cycles and divided by the number of cycles above the endurance limit for the loading spectrum; that is,

\[ N_i = N_e \left( \frac{n_i}{n_{ir}} \right), \quad (2-36) \]

where

\[ n_{ir} = \text{the number of cycles out of } n_i \text{ cycles in which the load causes stresses above the endurance limit.} \]

In a later elaboration [28] Shanley used data taken from rotating-beam tests of 2024-T4 aluminum to compute the mean and variation of the ratios of:

- (a) reduced stress (Eqs. (2-32) and (2-34)) to the observed stress at the same total life, and
- (b) cycles-to-failure at the reduced stress to observed life at the reduced stress.

The results are displayed in Fig. 2-11 where the envelope of the test load sequence was either sinusoidal or exponential. For this analysis, the 2x method yielded ratios closer to unity than the 1x method. Very good results were obtained in predicting equivalent stresses; however, life predictions show a wide range.

The Shanley 2x hypothesis, Eq. (2-35) can be converted into linear summation form with a modified S-N curve in a manner similar to the manipulation of the Corten-Dolan hypothesis on pp. 14-18. In this case,

\[ D = \sum_{i=1}^{m} \frac{n_i}{N_i^*}, \quad (2-37) \]

where \( N_i^* \) represents the number of cycles to failure taken from a modified S-N curve defined by

\[ N_i^* = \frac{N_e^2}{N_e}. \quad (2-38) \]

The Shanley modified S-N curve is presented in Fig. 2-12. Comparison of the \(-1/2b\) sloped line (Shanley 2x theory) with the \(-1/b\) sloped line (Miner's theory) shows that stresses above \( S_e \) are given heavier weighting and stresses below \( S_e \) are
given less weighting for the Shanley theory than for Miner's theory. The pivot-point location depends on the value of $N_p$, which (recall Fig. 2.11) is of poor accuracy. As a result, the modified curve and Miner-type summation are of limited usefulness except to indicate the relative weighting of stress amplitudes.

2.3 Cumulative Damage Processes

In addition to the three cumulative damage theories which were covered in the previous section, there are several other theories which have been developed in an attempt to improve the accuracy of the time-to-failure prediction methods. These additional theories in many respects are similar to the primary theories previously covered. Several of them degenerate into a form identical to the Miner hypothesis. The superficial treatment given to these theories in the text does not mean that they are less important; it does mean that they have not been used extensively as a basis for vibration equivalence modeling.

The remaining cumulative damage theories have been classified as linear, nonlinear, and phenomenological.

Linear Cumulative Damage

The linear cumulative damage theories are based on experimentally determined $S-N$ data which must be gathered or already exists for various combinations of material, temperature, geometry, and other suitable parameters as discussed in Section 2.1. Linear refers to the method of summing the fractions of consumed life and does not mean that the damage process itself is linear, a point which is sometimes misconstrued in the literature. A summary of linear cumulative damage theory is provided as Table 2-1.

Nonlinear Cumulative Damage

Nonlinear cumulative-damage theory, unlike linear theory, is the result of assuming that there is interaction between load history and damage. That is, the amount of damage at any load level depends on both the magnitude and number of occurrences of prior loads. These theories are usually valid whether or not it is considered that equal amounts of damage are caused by equal fractions of life for all stress amplitudes. A summary of nonlinear cumulative-damage theory is provided as Table 2-2.
### Table 2-1. Linear Cumulative Damage Theories

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miner</td>
<td>Discussed on pp. 11 to 14, Miner's damage summation is described by Eq. (2-5): [ D = \sum_{i=1}^{m} \frac{n_i}{N_i} ]. where ( D ) is damage, ( n_i ) is the number of cycles applied at load ( i ), and ( N_i ) is the number of cycles to failure at the ( i ) load level.</td>
<td>7, 13, 14</td>
</tr>
<tr>
<td>Langer</td>
<td>Documented prior to the Grover theory, Langer presented the hypothesis that fatigue damage consisted of a two-stage process of crack initiation and crack growth.</td>
<td>7</td>
</tr>
<tr>
<td>Grover</td>
<td>Similar to the Langer approach; Grover divided the fatigue damage process into stages of crack initiation and crack propagation, and utilized definitive information about the damage process that is neither usually available nor easily measured. That is, [ N_f = N_f^I + N_f^I ], where ( N_f ) is the number of cycles to failure, ( N_f^I ) is the number of cycles at load level ( i ) required for crack initiation, and ( N_f^I ) is the number of cycles required for a crack to propagate to failure.</td>
<td>29</td>
</tr>
<tr>
<td>Shanley</td>
<td>Discussed on pp. 18 to 22, the Shanley theory results in an expression for fatigue damage which predicts the ( S-N ) curve and can be shown to match the Miner hypothesis. Recall the relationship of Eq. (2-30):</td>
<td>27</td>
</tr>
</tbody>
</table>

### Table 2-1 (Continued)

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shanley (Continued)</td>
<td>[ D_i = \exp \left{ C S_i^2 N_i \left[ \frac{n_i}{N_i} - 1 \right] \right} ], where ( S_i ) is the stress amplitude at load ( i ), and damage was defined as the ratio of crack length to critical crack length at failure.</td>
<td>30</td>
</tr>
<tr>
<td>Lundberg</td>
<td>Describes the load history as a plot of varying stress vs number of load applications where the plot may be described as [ N_f = N_0 \exp (-\xi S_p) ], where ( N_0 ) is the ( S_p = 0 ) intercept of a straight-line logarithmic ( S_p ) vs ( N ) plot, ( S_p ) is the varying stress, and ( \xi ) is the slope of the loading spectrum curve. The resultant damage expression is [ D = \frac{N_0}{\alpha} \left[ 2^{-\xi}(S-1) \exp (-\xi S_p) \right] ], where ( \alpha ) is the vertical intercept of the logarithmic ( (S_p - S_e) ) vs ( N ) plot at ( N = 1 ), ( S_e ) is the endurance limit stress, and ( s ) is the slope. The number of cycles to failure is found by Miner's summation using the actual number of load cycles.</td>
<td>31</td>
</tr>
<tr>
<td>Valluri</td>
<td>A hypothesis based on dislocation theory and plastic deformation at the tip of a crack. Crack growth is assumed to exponentially increase with the number of stress cycles: [ h_i = h_0 \exp \left( \ln \left( \frac{N_f}{h_0} \right) \frac{n_i}{N_i} \right) ], with ( h_0 ) determined using Griffith crack theory, and damage defined as...</td>
<td>31</td>
</tr>
</tbody>
</table>
Table 2-1 (Continued)

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valluri</td>
<td>[ D = \frac{h_f - h_0}{h_f - h_0} ]</td>
<td></td>
</tr>
<tr>
<td>(Continued)</td>
<td>using ( h_f ) as the crack length at failure when ( n_f/N_f = 1 ).</td>
<td></td>
</tr>
<tr>
<td>Manson, Freche, and Ensign</td>
<td>Divided the damage accumulation process into two stages: that of crack initiation,</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>[ \sum \frac{n}{N_0} = 1, ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>where ( N_0 ) is the cycle life to initiate an effective crack; and for the crack propagation stage</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ \sum \frac{n}{N} = 1, ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>where ( N = \Delta N + N_0 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and ( \Delta N = P N^{0.6} ).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( P ) is a constant valued at 14 for SAE 4130 steel.</td>
<td></td>
</tr>
<tr>
<td>Sorenson</td>
<td>An approach to complete generality in developing a linear theory of isotropic cumulative failure, where the analytical model recognizes experimental observations and previous theory. The result is given as a time integral of a suitable invariant function of the stress tensor: [ D_{ij} = \int_0^t R(S_{ij}) , du, ] where ( R(S_{ij}) ) expresses the instantaneous damage rate accumulation function, and failure occurs when ( D = 1 ).</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 2-2. Nonlinear Cumulative Damage Theories

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corten-Dolan</td>
<td>Damage summation is described by Eq. (2-13): [ D_t = m_t \eta_t \eta_t^q ] , which relates damage to the number of damage nuclei, rate of crack propagation, and an experimentally determined exponent.</td>
<td>22, 23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shanley</td>
<td>Crack growth is expressed mathematically by Eq. (2-32): [ h_t = A S_t^x \exp \left( C S_t^x h_t \right) ].</td>
<td>27, 28, 34</td>
</tr>
<tr>
<td>Henry</td>
<td>A complex procedure of ( S-N ) curve modification based on the damage caused by individual loads. Requires knowledge of the loading sequence, and a specialized mathematical model of the ( S-N ) curve which would fit only a narrow range of materials. That is, [ N = \frac{N_0}{(S_p - S_e)}, ] where the variables are defined as in the Lundberg theory described in Table 2-1.</td>
<td>35</td>
</tr>
<tr>
<td>Poppleton</td>
<td>An analytical theory based on the Corten-Dolan theory [23] and work by Torbe [36] for the case of a stationary Gaussian stress history; no experimental verification.</td>
<td>37</td>
</tr>
</tbody>
</table>
Phenomenological

A summary of phenomenological fatigue damage accumulation theory is provided as Table 2-3. This category of cumulative-damage theory includes hypotheses which may be either linear or nonlinear. The term phenomenological was applied because the theories were based on observation and various attempts to (a) describe failure boundaries based on these observations or (b) use the observed information to modify basic S-N curves.

Table 2-3. Phenomenological Theories

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kommers</td>
<td>Kommers assumed that damage is a function of both cycle ratio and the stresses associated with varying loads. This concept was furthered by the work of Richart and Newmark, and Marco and Starkey. The latter suggested that the shape of the damage curve was defined by $D_t = \left( \frac{N_t}{N_f} \right)^\gamma$ where $\gamma$ is a stress-level-dependent exponent. Application of this method requires specialized bi-level loading test data which are not normally available.</td>
<td>16, 38, 39</td>
</tr>
<tr>
<td>Freudenthal and Heller</td>
<td>Introduced a stress interaction factor to create an expression for a fictitious S-N curve. The authors assume that $I = \frac{N_i}{N_i^<em>}$ defined an observed stress interaction factor $I$, and that $N_i^</em>$ is the expected life at load $t$ as read from the fictitious S-N curve. The concept of linear cumulative-fatigue damage was applied using the fictitious S-N curve with the following result: $D = \sum \frac{In_i}{N_i}$.</td>
<td>17, 40</td>
</tr>
</tbody>
</table>

Table 2-3 (Continued)

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levy</td>
<td>A fatigue-life prediction procedure using empirical constants in each step of the loading sequence, in the form $\log N_f = a \log \left( \frac{N_1}{\sum n_1} \right) + b \log \left( \frac{N_2}{\sum n_1} \right) + \ldots + M, \phantom{0}$ where $a$, $b$, etc., and $M$ are the empirical constants and are functions of $N_1$, $N_2$, etc. Note that the increasing index, $1$, $2$, etc., refers to increasing levels of load. Use of this approach requires the collection of a significant volume of specialized test data.</td>
<td>41</td>
</tr>
<tr>
<td>Head and Hooke</td>
<td>Suggested a cumulative-fatigue damage rule for structures under random load using measured life data from discrete loading: $N_S^\gamma = \sum_{i=1}^{m} \left[ X_i \exp \left( -\frac{X_i^2}{2} \right) \right] \Delta X \left( \frac{N_i}{N_f} \right)^{-1}$ where $N_S^\gamma$ is the number of equivalent random cycles, and $X = S/S$.</td>
<td>42</td>
</tr>
<tr>
<td>Eshleman et al.</td>
<td>Presented a cumulative-damage expression for the life of a two-degree-of-freedom structure under random loading: $N_S^\gamma = \left[ \int_{0}^{\infty} P(x) \phi(x) dx \right] \left( \frac{N_x}{N_f} \right)^{-1}$ and</td>
<td>43</td>
</tr>
</tbody>
</table>
### Table 2-3 (Continued)

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edelman (Continued)</td>
<td>$D = \sum_{x} \sum_{y} \frac{n_{x,y}}{N_{x,y}}$, using a Rayleigh probability distribution to describe stress peaks in both the $x$ and $y$ coordinates.</td>
<td></td>
</tr>
<tr>
<td>Parzen</td>
<td>A theoretical cumulative-damage model based on level-crossing processes was developed where the random damage and random input problems were both included. He assumed that damage is a nonnegative random variable associated with the application of load; that is, $D = \sum_{i=1}^{m} D_i(S)$ for nonnegative identically distributed variables. Thus $E[D] = \sum \left{ E \left[ \sum_{i} n_i \right] E[D_i(S)] \right}$, which is a very general statistical model. Parzen's theory provides a stationary random model of the number of stresses exceeding some level, with which the damage per cycle may be estimated.</td>
<td>44</td>
</tr>
<tr>
<td>Gatts (Continued)</td>
<td>Failure stress, and no damage was assumed to occur at stress levels below the endurance limit. That is, $D = 0$ for $S &lt; S_e$. Also, $\begin{cases} n = 0, &amp; S_e = (S_e)_0 \ n = N, &amp; S = S_f,N \end{cases}$. Gatts' theory presented a nonstationary deterministic model based on hysteresis loop area, assuming some given relationship for the reduction in strength (damage) as a function of vibration history.</td>
<td></td>
</tr>
<tr>
<td>Kozin and Sweet</td>
<td>Created a general theory of failure based on the work of Parzen [44] and Gatts [45]. Damage was assumed to be a nonstationary random function of the irreversible work input for which the average damage per cycle was empirically established. The parameters involved are the stress-strain hysteresis loop area, number of cycles to failure, and rate of change of hysteresis loop area as a function of stress level. The damage after $j$ cycles of sinusoidal load is $D_j = \sum_{i=1}^{m} D(A)_i h$, where $D(A)_i h$ is the random damage due to load cycle $j$ at load level $i$. The fundamental expression of the Kozin theory is</td>
<td>47, 48</td>
</tr>
</tbody>
</table>
### Table 2-3 (Continued)

<table>
<thead>
<tr>
<th>Theory</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kozin (Continued)</td>
<td>[ E \left{ \frac{D(A_j) K}{K^*} \right} = E \left{ \sum_{i=1}^{N_i} \left( \frac{A_j}{A_i} \right)^{1} \right} ]</td>
</tr>
</tbody>
</table>

where \( K^* \) is a constant depending on the material, \( N_i \) is the number of cycles to failure at load level \( i \), and \( (A_j) \) is the hysteresis loop area after load cycle \( j \) at load level \( i \).

### Chapter 3

#### Cumulative-Damage Equivalences

3.1 Preliminary Considerations

Vibration equivalence based on cumulative-damage theory is assumed to exist when two or more vibration experiences produce like amounts of damage in a given specimen. All vibration experiences are assumed to cause damage, and the relationship between vibration experience and damage must be known or assumed.

The techniques of fatigue-life prediction and cumulative-damage equivalence both draw on the concept of damage accumulation; however, there is a fundamental difference in objective. Fatigue theory is used to develop accurate life predictions, whereas equivalence theory is used to compare the damage resulting from different vibration experiences. As a result, the use of those equivalence techniques based on the cumulative-damage concept to not relieve the designer from his responsibility to verify that a specimen has adequate service life. The objective of cumulative-damage equivalence theory is to provide techniques by which test time and test type transformations may be accomplished once a specimen is known to have adequate life.

This chapter provides a review of the cumulative-damage equivalence techniques. It was indicated earlier that the cumulative-damage equivalences are valid when a predictable relationship may be defined between load amplitude and the number of load applications that produce failure. For fatigue processes, the prediction relationship is an appropriate S-N curve. For the wearout processes it is another relationship which may have characteristics similar to the characteristics of the fatigue process relationship.

The most valuable aspect of the cumulative-damage equivalence techniques is that they provide a method to change test time as a function of vibration amplitude. They are also valuable as a design tool which may be used to form a comparison between two or more different vibration experiences on a damage basis.

#### Damage Mechanisms

Two types of damage are modeled by the cumulative-damage equivalence methods. The first type of damage is material fatigue damage. If the application of suitable failure criteria to a specimen indicates that structural fatigue life is the limiting design parameter, then the cumulative-damage equivalence techniques may be used directly. The second type of damage is wearout. Wearout damage results from those mechanisms, such as wear, friction, and fretting, which consume some usable portion of specimen life and which may be attributed to
vibration of the specimen. Other wearout processes such as corrosion, weathering, radiation damage, chemical change, and abuse, are consigned to the problem of specimen life prediction.

Vibration-induced wearout damage will appear in one or a combination of three forms.

First, a wearout process may be level sensitive and cause damage only above a defined load threshold. An example would be a bolted connection in which friction prevents relative motion between the joined elements until a defined load threshold is exceeded. Threshold wearout processes are usually treated by summing the damage produced by those load excursions which exceed the damage threshold.

Second, a wearout process may be sensitive only to the number of load repetitions, regardless of load amplitude, in a range of load amplitudes that bound the expected service or test load conditions. Certain types of wear and fretting fall into this category. Repetition wearout equivalence exists when the number of load applications under one set of circumstances equals the number of load applications under another set of circumstances.

Third, a significant number of damage-producing wearout processes have characteristics which imitate the material fatigue processes. These general wearout processes occur when there is a definite relationship between load amplitude and the number of load applications that produce specimen failure. This wearout process finds application in those instances where a complex specimen cannot be accurately modeled, yet it is known or suspected that a load versus life relationship exists. The actual damage mechanism is undefined, although it may be entirely wearout or a combination of wearout and fatigue. Once the general wearout process for a specimen is characterized by a load versus life relationship, the wearout relationship is used to form a vibration equivalence in an identical manner to the fatigue processes.

Information on the general wearout process does not appear frequently in the literature. Harris and Crede [49] indicated in 1961 that failure curves for electronic equipment subjected to varying levels of vibration are similar to the S-N curves for metals.

Figure 3-1 provides a summary of the cumulative-damage processes which are used to form vibration equivalence.

Load-vs-Life Relationships

A load versus life relationship is an expression of the fatigue or wearout life of a specimen as a function of load magnitude. An example of a fatigue load versus life relationship for a simple specimen would be an S-N curve which was derived from rotating-beam test data. Fatigue data in the form of S-N curves are distributed throughout the literature and are relevant to many specialized combinations of material, specimen configuration, and loading technique. Most of the available fatigue data are of the rotating-beam type, whereas fatigue data under axial loading are frequently required and are of more interest [50]. The prime characteristic of a load versus life (or S-N) relationship, which is used in forming a cumulative-damage equivalence, is the slope of a plot of the relationship made to logarithmic scales. The reader is cautioned that the selection of an appropriate slope involves the consideration of several factors.†

Although fatigue damage is caused by every stress cycle, the majority of damage has been found to accumulate in narrow frequency bands centered on the specimen resonant frequencies [49]. As a result of this fortunate occurrence, it is possible to simplify the formulation of vibration equivalences by considering only the damage accumulated at the specimen resonances.

For a single degree of freedom (SDOF) linear system, that is, where stress is proportional to load by a constant ratio, specimen life may be described in terms of either specimen response or specimen excitation. Assuming that an applicable S-N relationship exists which has a constant slope b over the range of stress amplitudes of interest, Eq. (2-3) may be restated in terms of specimen response. Thus

\[ N = T f_i (A V)^b = C_1, \]  

where \( T \) is the time to failure at a specimen's response acceleration amplitude \( V \), \( f_i \) is the response frequency, and \( A \) is the constant of proportionality between \( V \) and stress.‡ In practice the following form is often more convenient:

\[ T V^b = C_2, \]

where \( C_2 \) must be found experimentally.

†As described in Chapter 2 the S-N curve is influenced by the type of load (tension, bending, tension), the ratio of alternating to mean stress, temperature, stress concentrations, the degree of stress reversal, and perhaps the cyclic rate of loading.

‡As an example consider a simple cantilever beam excited by support motion. The maximum bending stress is found from \( S = M e f / A V \), where \( M \) is developed by considering inertial forces. Thus \( M = m g \dot{y}, \) where \( m \) represents the beam mass concentrated at the center of gravity and located \( \dot{y} \) distance from the foundation end of the beam. It is now possible to write the desired expression \( A = m g \dot{y}. \)
EQUIVALENCE TECHNIQUES FOR VIBRATION TESTING

It is possible to restate Eq. (2.3) in terms of the specimen excitation acceleration amplitude $V_i$ instead of the specimen response acceleration amplitude $\tilde{V}$. Thus

$$NS^b = T_0(\tilde{A}H(f_i)V_i)^b = C_1,$$

(3-3)

where the subscript $i$ refers to the conditions at frequency $f_i$, and $H(f_i)$ is the specimen response amplification factor at $f_i$. Equation (3-3) may be specialized for the linear SDF specimen excited at resonance,

$$T_0(\tilde{A}QV)^b = C_1,$$

(3-4)

where $Q$ represents the specimen resonant transmissibility.

Additional yet necessary complexity is introduced when a proper $H(f_i)$ must be selected for use in Eq. (3-3). The additional complexity arises when $H(f_i)$, or perhaps $Q$ in Eq. (3-4), is not constant but varies with $V$ in addition to frequency. For example, it is often observed that the measured amplification ratio of a specimen decreases with increasing $V$. This change in specimen response is caused by specimen damping and stiffness properties. The effects of damping and stiffness will be reviewed; however, it is important to note that an amplification factor which was found experimentally may be conservatively viewed as constant over a narrow range of increasing $V$,† perhaps up to $2V$ or greater depending on the specimen.

Another load-vs-life relationship was described in the previous section as the general wearout damage process. This process is characterized by a relationship between either excitation or response acceleration amplitude and $N$. The $V$-$N$ curve for a specimen, assembly, or system would be formed using data taken from service history or generated under controlled laboratory test conditions. The actual failure mechanism may change as a function of acceleration magnitude and excitation frequency. That is, several failure mechanisms are usually present in a complex specimen. Only one of them is the primary source of failure under a given set of excitation (response) amplitude and frequency conditions.‡

General wearout damage data are usually more specialized than fatigue damage data because the actual damage mechanism may be unknown. As a result the data are valid for a single configuration of a specimen, and the data may not be generalized to encompass a group of similar specimens unless sufficient data exist to support the generalization. A $V$-$N$ relationship based on excitation amplitude is needed for each predominant frequency-dependent failure mechanism.

† The use of a constant amplification factor with decreasing $V$ must be questioned, as $H(f_i)$ may increase as $V$ decreases.

‡ At a given excitation frequency a specimen may accumulate fatigue damage. At another excitation frequency the same specimen may be subject to wear or fretting. A different damage accumulation criteria would apply at each frequency.

CUMULATIVE-DAMAGE EQUIVALENCES

The formulation of a general wearout equivalence would involve a damage summation using as many individual $V$-$N$ relationships as are needed at each significant response frequency over the frequency range of interest.

A $\tilde{V}$-$N$ relationship based on response amplitude may be found by direct measurement in the laboratory and used to form a vibration equivalence. A $\tilde{V}$-$N$ response amplitude relationship is developed in two steps. The first step is to select one or more locations on a specimen where specimen motions reflect specimen excitation over the entire frequency range of interest. The second step is to correlate $N$ with the measured response levels. The resultant response amplitude $\tilde{V}$-$N$ relationship is used to characterize the specimen, and equivalence between different excitation spectra may be based on specimen responses to the different spectra.

3.2 Test Time Scaling

Vibration-equivalence time-scaling techniques provide the environmental engineer with a valuable tool which may be used to decrease test time. These techniques are also used to form a comparison of the relative severity of different vibration experiences by scaling each vibration record to the same time duration. In addition, for the situation in which a distribution of vibration levels is encountered in the field and it is desired to simulate the field vibration by a single-level test, the environmental engineer may use the time-scaling techniques to design a test at the maximum field level. Such a test would provide field vibration simulation and avoid level enhancement.

The time-scaling techniques are presented with the presupposition that the slope $b$ of an appropriate $S$-$N$ curve is known. It shall be assumed for simplicity that if a wearout process is used instead of a fatigue process, the slope of an appropriate load-vs-life curve may be substituted for the exponent $b$ in each relationship.

The time-scaling practices were established by maintaining constant cumulative damage between various tests. The resultant time-scaling techniques are thus valid for maintaining constant fatigue damage, and the application of these techniques does not assure equality among other parameters of the specimen. For example, if an accelerated vibration test, i.e., a test performed at higher excitation levels for the purpose of reducing test time, were applied to a mechanism, the mechanism might not function properly during the accelerated test. Such a circumstance is not a limitation, providing the tested mechanism is not damaged by the higher level excitation. The environmental engineer may elect to test the example mechanism in two steps. First, a reduced-time, high-excitation-level test would be performed which determines the ability of the specimen to endure the accumulated damage. Second, a test would be performed at nominal excitation levels (usually following the endurance test), during which the mechanism would be energized and its performance evaluated. Such a situation is depicted in Fig. 3-2. Curve a represents a stress (load) level which will cause a temporary
functional degradation of the specimen, whereas curve b represents permanent degradation. The endurance test would be performed anywhere in the region below curve a, and the performance test would be performed at levels below curve b, all to the left of the intersection of the two curves. A two-level test would be unnecessary in the region to the right of the intersection.

In some instances the environmental engineer may not be able to specify a vibration test level which will achieve a desired reduction in test time. The higher excitation level would be unachievable if the specimen fragility level were below the desired acceleration excitation level. When the excitation level of a specimen is limited, the environmental engineer may choose one or more of the following options:

1. Test at a lower excitation level and accept the increase in test time.
2. Allow the sensitive component to fail during the high-level test and refurbish prior to low-level performance testing.
3. Run the high-level test with the sensitive component replaced by a dynamically similar dummy component which is not level sensitive. The dummy component would be replaced by an actual component prior to low-level performance testing.

Options (2) and (3) are valid approaches if sufficient data are available to demonstrate that the level-sensitive component will withstand the total unaccelerated vibration history at its location on the specimen.

The following discussion covers the scaling of test time in which the type of test is held constant. Specific test types covered are (a) sine dwell to sine dwell, (b) sine sweep to sine sweep, (c) multiple sine dwell to multiple sine dwell, and (d) random to random. Changes in test type, e.g., sine sweep to sine dwell, etc., are covered in section 3.3.

Simple Spectrum Equivalence

The conversion of a single-frequency, sinusoidally varying load at one load amplitude to another load amplitude at the same frequency is the least complex equivalence computation. However, when performing this computation the environmental engineer must recognize the existence or nonexistence of damping and specimen response linearity characteristics.

Two primary assumptions are inherent in the procedure for changing the test time scale. First, it is assumed that the most critically stressed area has been located and that the stresses in this area can be estimated with suitable accuracy. Second, it is assumed that a single $S-N$ curve exists which will characterize the most critically loaded (stressed) area of the specimen.

Sine Curve. Starting with a linear, undamped, SDF specimen where the critical stress $S_c$ is related to specimen response $V$, the application of Eq. (3-2) yields

$$T_1 \dot{V}_1^b = C_2 = T_2 \dot{V}_2^b$$

or

$$\dot{V}_2^b = \dot{V}_1^b T_1 T_2$$

where the subscripts 1 and 2 denote the original and sought response levels, respectively, and the relationship

$$t_R = \frac{(\text{original time})}{(\text{sought time})} = \frac{t_1}{t_2} = \frac{T_1}{T_2}$$

represents the desired ratio of original vibration time to test time. The time ratio $t_R$ is now seen to hold the same relationship between the original and sought time durations as exists between specimen life at the corresponding stress levels. The item $T$ is determined by dividing the number of cycles-to-failure at the corresponding response level stress by the test frequency. That is,

$$T_1 = \frac{N_1}{f_1} \quad \text{and} \quad T_2 = \frac{N_2}{f_2}$$

or, when the frequency is held constant,

$$t_R = \frac{N_1}{N_2}$$

which is the case for simple time-scaling equivalence.

The application of either Eq. (3-3) or (3-4), which relate specimen critical stress and specimen excitation, to the same linear, undamped, SDF specimen, provides

$$V_2 = V_1 t_R^{1/b}$$

which is identical to Eq. (3-5) except that the former is expressed in terms of specimen response, whereas the latter relates the excitation levels.
Damping. Damping due either to the properties of the specimen materials or to the techniques of specimen construction causes an observed reduction of relative response amplitude with increased excitation amplitude. Damping is classically described as viscous, Coulomb, or a combination thereof. Viscous damping occurs when the amount of energy absorbed by the specimen is directly proportional to the relative velocity between the responding portion of the specimen and the portion of the specimen which is being acted upon by a force. Coulomb damping is frequently referred to as friction damping and the energy absorbed is proportional to the relative displacement between the responding and excited portions of the specimen.

The type of damping may be determined experimentally by plotting the successive displacement swings of the specimen, following excitation, when the motion is allowed to subside on its own accord. An exponential decrease in the magnitude of the swings indicates that only viscous damping is present, whereas a linear decrease indicates that only Coulomb friction is present. When both forms of damping are present the plot will at first show an exponential decrease, with the decrease becoming linear as the motion subsides. It is interesting to observe that the natural frequency of a free vibration with viscous damping is reduced by a small amount, whereas Coulomb damping causes no change in the system's natural frequency.

The effects of viscous damping on an SDF system are easily visualized by plotting the ratio of response acceleration to excitation acceleration (or response displacement to excitation displacement) against the ratio of excitation frequency to specimen natural frequency. Such a plot is given as Fig. 3-3 where $\zeta$ represents the ratio of specimen damping to critical damping.

The presence of Coulomb friction greatly complicates the analysis of the steady state response of a specimen as produced by an alternating force, especially if the frictional forces are large enough to cause halting of the relative motion between the forced and responding elements of the specimen. In general, when the frictional forces are small compared to the applied forces, continuous motion will result with the response amplitudes theoretically approaching infinity at resonance. It was shown by Den Hartog [51] that the critical ratio of frictional forces to excitation forces is $\pi/4$. That is, when the ratio of frictional forces to excitation forces exceeds the value $\pi/4$, discontinuous motion will result and halting will occur. The reader is directed to Den Hartog's work for a detailed treatment of this subject.

The general qualitative characteristics of material damping have received considerable attention, with results which are important to the formulation of vibration-equivalence techniques [49]. In particular, Lazan [52] related the resonant amplification of a specimen to the strain energy $U_s$ and dissipated energy $U_d$ under forced vibration as

$$Q = \frac{U_s}{U_d},$$  \hspace{1cm} (3-9)

The strain energy is proportional to the square of stress, and thus it is proportional to the square of vibration response. The energy dissipated in the specimen due to damping is also related to the stress level as

$$U_d = C S^n,$$  \hspace{1cm} (3-10)

where the factor $C$ is constant for a given material. The data generated by testing a large variety of structural materials were tabulated and plotted. These data were found to lie within a definite region, as shown in Fig. 3-4. A plot of a "typical" viscoelastic adhesive material data and a plot of a large plastic-strain damping
material data were included to show the effects of large damping. A structural material is one which does not have significant plastic-strain damping, nor significant magnetoelastic damping. It is important to observe that the structural materials exhibit a mean slope or \( n = 2.4 \) up to stress levels which represent 80% of the conventional endurance-level stress. At this point the value \( n = 8 \) more nearly represents the mean of the data distribution.
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Equation (3-9) may be rewritten as

\[
Q = \hat{A} \left[ \frac{\dot{\nu}}{2} \right]^{2-n},
\]

where the constant \( \hat{A} \) is sensitive to a specific set of geometric, material, and stress-pattern factors for a specimen. As a result, \( \hat{A} \) will assume different values for each response frequency of a specimen, a fact which indicates that there may be no constant relationship between \( Q \) and the response frequency unless the specimen is viscoelastically damped. In this case \( Q \) is a function of \( \hat{A} \) only, a factor important in the selection of sweep rate in sinusoidal sweep testing.

The effects of structural damping become clear when Eqs. (3-4) and (3-11) are combined:

\[
V_2 = \sqrt{V_1}^{(n-1)/n},
\]

where the value of \( n \) may vary from 2 to 8, with \( n = 2.4 \) being the preferred value for structural materials when the stress levels are no more than 80% of the endurance stress.

**Linearity.** As suggested at the beginning of this section, specimen response linearity characteristics will have an effect on the formulation of an equivalence. A nonlinear specimen will exhibit changes in response not related to excitation levels by a constant ratio, irrespective of damping. For solutions to the linearity problem we may look to nonlinear vibration theory as a source of techniques to predict the behavior of a specimen. Such theory will provide exact solutions for certain specialized cases involving free vibration; however, exact solutions for the forced vibration of nonlinear specimen are virtually nonexistent. An exception would be those specimens which can be represented by a stepwise linear model.

The two fundamental nonlinearity models are the hardening model and the softening model. These models are illustrated by Fig. 3-5a. The hardening model is one which tends to resist displacement with a restoring force which increases more rapidly than the displacement. The reverse situation is called the softening model. The effects of hardening and softening on the freely vibrating specimen are shown in Fig. 3-5b. In Fig. 3-5b it is seen that the system resonance frequency decreases with increasing displacement for the softening model, and increases with increasing displacement for the hardening model. A hardening system with damping is shown in Fig. 3-5c. As in the case of the linear system, damping defines the resonance response amplitude.

The effects of specimen nonlinearity are often observed in the vibration laboratory. For example, a specimen may be subjected to a low-excitation-level, sinusoidal-sweep vibration for the purposes of recording resonant response frequencies. Next, the same specimen may be subjected to a higher excitation level, sinusoidal dwell at one resonance for evaluation purposes. If the specimen is nonlinear, it will be observed that the excitation frequency which produces maximum response will no longer coincide with the resonance frequency determined by the low-level sinusoidal-sweep test.

The occurrence of specimen nonlinearities, when recognized, may be accounted for by one of two approaches. First, the specimen stress vs excitation amplitude may be experimentally recorded while the excitation frequency is held constant. In this case the vibration equivalence would be formed on a stress basis directly,

\[
S_2 = S_1 t_R^{1/b}.
\]

The second approach would be to adjust the excitation frequency to match the maximum response frequency of the specimen and to scale the test time accordingly. In this case, \( t_2 \) must be corrected and the scaled test duration would be computed as.
Further parametric manipulations may be possible, that is, changes in sweep rate; however, such manipulations are complex and involve several variables. A certain number of cycles of excitation is required at resonance to allow the specimen to develop full steady state response. A variation of excitation frequency, as in a sinusoidal sweep test, produces a given number of cycles in the region of each resonance. Each region of resonance is usually characterized by the half-power bandwidth $B$, as shown in Fig. 3-6. Full steady state response of a specimen subjected to a sinusoidal sweep test may be expected only if the sweep rate is sufficiently slow to allow a full response buildup within $B$. Such factors as sweep direction, sweep rate, natural frequency, sweep method, and damping have importance in determining specimen response to swept excitation. One approach, as proposed by Cronin [54], provides a good approximation of maximum steady state response in terms of a sweep parameter $X$. If $X$ represents the ratio of resonance response buildup to steady state response, then

$$X = 1 - \frac{1}{\left(\exp 2.86s - 0.445\right)}, \quad (3-16)$$

where $$s = \frac{\dot{f}}{B} = \frac{Q^2f}{f_n^2}, \quad (3-17)$$

and $\dot{f}$ is the absolute value of the time rate of change of frequency through $B$. In addition, the sweep excitation causes a specimen to achieve maximum response at higher frequencies on increasing frequency sweeps, and maximum response at

$$t_R = \frac{\text{original number of sweeps}}{\text{desired number of sweeps}}. \quad (3-15)$$
lower frequencies on declining frequency sweeps; the amount of offset being a function of the magnitude of \( f \) \( [55] \). A method which is used to change sweep rates is discussed in Section 3.3.

**Complex Spectrum Equivalence**

The conversion of a field or laboratory vibratory excitation which consists of several discrete sinusoidal excitation frequencies, or one or more random excitation spectra, defines the next level of complexity in test time scaling.

**Several Sinusoidal Excitations.** The excitation of a specimen by a sequentially or simultaneously applied group of single-frequency sinusoidal excitations may be used to represent field vibration conditions. The field excitation spectra may encompass a wide range of excitation frequencies. However, the specimen will tend to respond to this excitation within narrow frequency bands, each centered about a resonance frequency. Although fatigue damage accumulates at all stress cycles, the error in assuming that damage occurs only within the half-power bandwidth \( B \) is less than 3%. As a result, the time scaling of a field or test condition is carried out considering only the damage accumulated at each resonance.

A usual assumption which accompanies the following equivalence practices is that each resonance acts independently of all other resonances. This is a reasonable assumption provided that sufficient frequency separation exists between the response frequencies. If there is insufficient frequency separation, the influence of one response on the other may appear as shown in Fig. 3-7. This figure shows a typical response acceleration vs frequency plot for a specimen which has two resonances with significant interaction. The solid line indicates the measured response. The dashed lines show the responses at each resonance, where the specimen was allowed to respond independently. The distortion of \( B \) is an important source of error for the sinusoidal sweep test (recall Eq. (3-17)). However, this resonance coupling introduces very little error in the simple sinusoidal-dwell time-scale equivalence computation.
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Fig. 3-7. Distortion of \( B \) due to adjacent resonance.

The time-scale modification of a field or laboratory excitation record, when that record is composed of more than one discrete frequency of excitation, consists of scaling the excitation band separately at each frequency, as described on pp. 38 to 46. The resultant equivalent test would be described by a revised set of excitation levels and a corresponding excitation time at each level.

A variation of excitation level at any one discrete frequency is frequently observed in the field. Time-scale modifications may be accomplished by computing an effective stress \( S_e \) and then performing a time-scale modification based on the effective stress. The equations for effective stress are repeated below for convenience.

**Miner's method**

\[
S_e = \left[ \frac{\sum n_i S_i^b}{\sum n_i} \right]^{1/b}
\]

(2-8)

**Corten-Dolan method**

\[
S_e = \left[ \frac{\sum n_i S_i^d}{\sum n_i} \right]^{1/d}
\]

(2-23)

**Shanley's 2x method**

\[
S_e = \left[ \frac{\sum n_i S_i^{2b}}{\sum n_i} \right]^{1/2b}
\]

(2-35)

The Shanley theory yields the most conservative result. The corresponding time at the effective stress is

\[
te = \frac{\sum n_i}{f}
\]

(3-18)

**Random Excitation.** Frequently a sinusoidal dwell, or multiple sinusoidal dwells, occurring at different frequencies will not duplicate a field condition with
suitable accuracy. In this case a random vibration loading is used to achieve a more realistic test. Once an original random spectrum is defined or assumed, an equivalent random test may be desired which is modified in level to achieve a change in test time. The environmental engineer may also wish to convert a series of field experiences, which vary only in energy level, to a single-level equivalent spectrum. The time scaling of a stationary random vibration test is handled in much the same manner as the time scaling of the single-frequency sinusoidal-dwell test. In this case the rms stress level is defined by

\[ \tilde{S} = G [G_{1}2W(f_{1})]^{0.5}, \]  

(3-19)

where \( W(f) \) represents the excitation spectral density in the bandwidth of specimen resonance.

In the preceding development of random-excitation time-scale equivalence it was assumed that the random process was stationary, that is, the energy distribution vs frequency envelope was constant with time. It was also assumed that the excitation and response were Gaussian processes. As noted by Smith [56], a non-Gaussian random-loading history or test input are poorly understood stochastic processes. Narrowband non-Gaussian processes may be approximately characterized by features such as the average frequency of mean level crossings and crest distribution. More verified research is required before reliable models may be selected for equivalence purposes. The use of the Gaussian probability density function is defended by Poppleton [37] and others, who note that many important structural inputs appear to be good approximations of a Gaussian process. Further, there is a large body of literature concerned with the Gaussian distribution, and a Gaussian random-noise generator is a convenient excitation source for the electromagnetic vibration testing machine.

### Time-Scaling Practices

Table 3-1 is provided as a summary of the vibration equivalence time-scaling techniques developed in Section 3.2.

The assumption that a single energy level and time scale change which will produce an equivalence test simultaneously at each individual response frequency, for a specimen which responds at several frequencies, is usually not valid. As a result it is necessary to identify all potentially critical sections of the specimen. A test is then designed which will produce equivalence for one or more critical sections, and which will under test the remaining sections. For a linear specimen with no damping,

\[ W(f_{2}) = W(f_{1})t_{R}^{1/b} \]  

or

\[ \tilde{W}(f_{2}) = \tilde{W}(f_{1})t_{R}^{1/b}, \]  

(3-21)

where \( W(f) \) and \( \tilde{W}(f) \) are the excitation and response spectral densities, respectively.
Damping is accommodated in a manner similar to that which was employed for the single-frequency sinusoidal dwell, except that Eq. (3-19) is used to define the stress level that will result from \( W(f_1) \). As a result, for the linear system,
\[
W(f_2) = W(f_1) t_R^{n/b}.
\]
(3-22)

Should the specimen exhibit a nonlinear response at the frequencies which elicit the critical stresses, the scaled test duration should be corrected as described by Eq. (3-14).

3.3 Change-of-Test-Type Equivalence

Preliminary Comment

In addition to developing and using equivalence procedures to design tests which have been time scaled for convenience in laboratory testing, the fatigue-based equivalences have been used to equate various test types for comparison purposes. Change-of-test-type equivalences are also important to the product designer. They enable him to predict how his design will react in an application involving a new dynamic environment if he knows how the design responded to some other dynamic environment.

There are a few general observations which may be made relative to the change-of-test-type equivalences: (a) there is a need to have these equivalences, (b) various theories have been developed to provide sets of equivalence relationships, and (c) there are very little reliable data available which may be cited to substantiate the equivalences. The lack of proven substantiation is unfortunate; however, the need for change-of-test-type equivalences is persistent and this need is expected to stimulate a continued search for reliable change-of-test-type techniques.

The remainder of this section covers basic work in change-of-test-type equivalences and ends with a tabular summary of the resultant equivalence relationships.

Miles

The change-of-vibration-test-type equivalence was probably first considered by Miles [57] in 1954. Miles noted that there are three basic subsets of the general problem of determining the stresses in a specimen and the consequent possibility of fatigue failure: (a) the statistical description of the original loading, (b) the statistical description of the dynamic response of the specimen to the applied loading, and (c) determination of the probability of fatigue failure associated with the response.

He assumed that the specimen was an elastic structure, that it could be represented by a lightly damped SDF oscillator, and that the specimen response has sharp frequency selectivity associated with resonance. The frequency response characteristics of the narrowband oscillator are illustrated in Fig. 3-8.

Both the linear cumulative-damage hypothesis of Miner and the nonlinear hypothesis of Shansley were considered. The Miner hypothesis was selected because Miles concluded that the Shansley theory leads to insignificant changes in the Miner theory when stress amplitudes are distributed continuously over a wide range. The Miles approach involved the selection of a single sinusoidal stress level which would produce the same fatigue damage as a random load spectrum. The resultant equivalent stress equation is
\[
S_e = \frac{\sum n_i S_i^{k \alpha}}{\sum n_i} f(\alpha).
\]
(3-23)

where the function \( k \alpha \) is a constant determined by test or derived from an assumed mathematical model of the stress field. The assumed mathematical model may or may not make reference to a material S-N curve. If \( k = 1 \) and \( \alpha = b \) or \( d \), the expression would equal those of Miner or Corten-Dolan, respectively. The Shansley theory is duplicated when \( k = 2 \) and \( \alpha = b \). The range of \( k \) is imprecisely defined but probably does not exceed 2. Equations (3-23) was applied by Miles. He assumed a narrowband continuous stress spectrum to provide an expression for the probable equivalent stress,
\[
S_e = \left[ \int_0^\infty S^{k \alpha} P(S) ds \right]^{1/(k \alpha)}.
\]
(3-24)

which was integrated for a lightly damped SDF oscillator (as shown in Fig. 3-9) to yield
\[
S_e = (2 \pi)^{-2} \left[ \Gamma(\frac{b}{2} + 1) \right]^{1/(k \alpha)}.
\]
(3-25)
And, assuming the Rayleigh distribution for \( P(S) \),

\[
P(S) = 0.5S^2 \exp \left( -\frac{S^2}{2S^2} \right).
\] (3-26)

Miles then simplified Eq. (3-25) by the use of Stirling's formula to approximate the gamma function,

\[
S_c \approx (\pi k\alpha)^{1/2}(\frac{k\alpha^2}{e})^{1/2} \approx (\frac{k\alpha^2}{e})^{1/2},
\] (3-27)

where \( e \) is the base of Napierian logarithms and small terms are neglected.

The preceding analysis led to the central result of Miles' work where he related an equivalent stress to the stress produced by a static loading of the resonant structure with an rms force \( \bar{F} \),

\[
\frac{S_c}{S_0} = \left( \frac{k\alpha \pi \omega_0 W[F]}{4\delta \bar{F}^2} \right)^{1/2},
\] (3-28)

where

- \( \omega_0 \) = the resonant frequency of the structure
- \( S_0 \) = the stress resulting from a static load application of the rms force \( \bar{F} \)
- \( \delta \) = the ratio of structural damping to critical damping
- \( W[F] \) = the power spectral density (PSD) of the force in the neighborhood of resonance.

This relationship was applied to two cases. The first was the case of a monotonically decreasing load (i.e., \( W[F_d] \) decreases as frequency increases) of the form

\[
W[F_d] = \left( \frac{2\bar{F}^2}{\omega_1 \sqrt{\pi}} \right) \exp \left[ -\left( \frac{\omega}{\omega_1} \right)^2 \right],
\] (3-29)

where subscript \( d \) refers to the decreasing load spectrum, and \( \omega_1 \) is the characteristic frequency usually selected as the frequency at the half-power point. The second case was a load spectrum of the Gaussian form which exhibits a peak at some angular frequency \( \omega_m \), as given by

\[
W[F_p] = \left( \frac{4\bar{F}^2}{\omega_m \sqrt{\pi}} \right) \exp \left[ -\left( \frac{\omega}{\omega_m} \right)^2 \right],
\] (3-30)

where the subscript \( p \) refers to a peaked or Gaussian spectrum.

CUMULATIVE DAMAGE EQUIVALENCES

Of the preceding expressions for the monotonically decreasing load and the peaked or Gaussian spectrum, probably the peaked spectrum is the most representative random load distribution encountered in service. The corresponding stress ratio for the monotonic load is

\[
\frac{S_c}{S_0} = \left( \frac{\sqrt{\pi}}{2e} \right) \left( \frac{k\alpha}{\delta} \right)^{1/2} \left( \frac{\omega_0}{\omega_1} \right)^{1/2} \exp \left[ -\frac{1}{2} \left( \frac{\omega_0}{\omega_1} \right)^2 \right],
\] (3-31)

and the stress ratio for the peaked spectrum load is

\[
\frac{S_c}{S_0} = \left( \frac{\sqrt{\pi}}{e} \right) \left( \frac{k\alpha}{\delta} \right)^{1/2} \left( \frac{\omega_0}{\omega_1} \right)^{3/2} \exp \left[ -\frac{1}{2} \left( \frac{\omega_0}{\omega_1} \right)^2 \right].
\] (3-32)

The corresponding upper bound on stress ratio for the peaked spectrum was computed by Miles to be

\[
\frac{S_c}{S_0} \max \approx 0.5 \left( \frac{k\alpha}{\delta} \right)^{1/2}.
\] (3-33)

The use of typical values (\( \alpha = 10, k = 2 \), and \( \delta = 0.02 \)) yields \( S_c/S_0 = 16 \).

Spence and Luhrs

Spence and Luhrs [58, 60] extended the Miles analysis by developing a method by which different random or combined random plus sinusoidal vibration excitations may be compared. In the Spence and Luhrs derivation, substitute sinusoidal vibration excitations were developed based on the response characteristics of a single resonator system, and amplitude and time relationships were based on the usual appropriately selected S-N diagrams.

The Spence and Luhrs analysis utilized an expression for the amplitude probability distribution of a combined constant-amplitude sine wave and Gaussian signal with Eq. (3-24). The result was an expression for the equivalent sinusoidal stress in terms of a combined rms sinusoidal and random stress

\[
\frac{S_c}{S_c} = \frac{2}{(2 + r^2)^{1/2}} \left[ \frac{k\alpha}{2} \right] \sum_{i=0}^{1/2} \frac{(i/2)!^2}{(1/2)!^2} \frac{1}{(2\pi\omega_i^2 + \delta^2)}^{1/2},
\] (3-34)

where

- \( S_c \) = the combined sine and random stress of the form
  \[
  S_c^2 = S_c^2 + S_r^2;
  \] (3-35)
- \( S_c \) = rms sinusoidal stress
- \( S_r \) = rms random stress
- \( r \) = the ratio of peak sine to rms random stress
- \( i \) = the summing integer.
Equation (3-34) was evaluated by the following manipulations. First, it was noted that $ka/2$ was restricted to integer values during development of the equivalent stress equation. Second, the weighting factor $k$ was considered to range between the value of 1 and the conservative Shanley limit of 2 [27]. Third, the relationship between $\alpha$ and the slope of the linear portion of an $S-N$ diagram was defined as

$$\alpha = b$$

(3-36)

in accordance with the definition of $b$ per Fig. 2-6. Fourth, the fatigue relationship of Eq. (3-34) was related to an actual dynamic system by assuming that the response of a single resonator would constitute a suitable mathematical model for fatigue failure in an actual specimen,

$$V_{sd,e} = \frac{S_c}{S_c} \left( \frac{\pi W[V] f_n}{Q} + \overline{V}^2 \right)^{0.5},$$

(3-37)

where

- $V_{sd,e}$ = sine dwell substitute excitation, g peak
- $W[V]$ = PSD of the excitation in g$^2$/Hz
- $f_n$ = the natural frequency of the oscillator in hertz
- $Q$ = the resonant transmissibility of the oscillator
- $\overline{V}$ = rms sine excitation, gms.

Fifth, Eq. (3-37) was modified to achieve the form,

$$\overline{V}_{sd,e} = \overline{V} \frac{S_c}{S_c} \left( \frac{1}{A^2} + \frac{1}{2} \right)^{0.5},$$

(3-38)

where $\overline{V}_{sd,e}$ is the rms sinusoidal substitute equivalent excitation; and finally,

$$A = \frac{V}{\left( \frac{\pi}{2} \frac{W[V]/f_n}{Q} \right)^{0.5} + \frac{1}{2}},$$

(3-39)

The variable $A$ was plotted in Fig. 3-10.

It was assumed that $W[V]$ was a constant value (i.e., white) over the entire frequency range of interest. This assumption was considered to introduce little error because only the value of $W[V]$ in the vicinity of $f_n$ would be expected to cause significant specimen response. The only restriction of $W[V]$ is that it is flat in the vicinity of $f_n$. Kaufman et al. [61] may be consulted for the case where $W[V]$ varies greatly in the vicinity of $f_n$.

When the desired substitute excitation is a fixed-frequency sinusoidal signal, which is intended to represent a random excitation combined with swept sinusoidal excitation, the formation of an equivalence consists of two steps. The first step is to account for resonator response when the swept sinusoidal component passes through $f_n$. The second step is to account for resonator response when the swept sinusoidal component is away from resonance and the resonator is excited only by the random components at $f_n$.

Two assumptions are necessary at this point to enable computation of an equivalent time at resonance for sinusoidal signal swept through $f_n$. First, amplitude buildup of the resonator response is independent of sweep rate, which is true only for relatively slow sweep rates (recall Eq. (3-16)). Second, the time at resonance is considered to be the time required for the sweeping signal to move between half-power points of the resonator [62]. For a constant sweep rate the time at resonance $t_c$ is

$$t_c = \frac{60 f_n}{Q \cdot \text{rate}},$$

(3-40)

which was plotted as Fig. 3-11. For a logarithmic sweep rate the time at resonance $t_c$ is
\[ t_1 = \left[ \frac{60 \ln \left( \frac{Q + 0.5}{Q - 0.5} \right)}{\text{rate} \ln 2} \right], \]  

(3-41)

which was plotted as Fig. 3-12.

When the sinusoidal component is away from the resonance band and only the random components are present at resonance, the sinusoidal substitute value \([57,58]\) is

\[ \overline{v}_{sd,e}^r = \frac{S_x}{S_c} \overline{V}, \]  

(3-42)

where the superscript denotes the original signal type, the subscript denotes the new signal type, and \( e \) symbolizes equivalence. The time duration \( t_{sd,e}^r \) associated with the rms random equivalent sinusoidal test signal \( \overline{v}_{sd,e}^r \) is the total time duration of the original envelope minus the time consumed sweeping through resonance. For a constant sweep rate,

\[ t_{sd,e}^r = t_e - t_c, \]  

(3-43)

where \( t_e \) is the total time duration of the original signal and \( t_c \) is the time at constant sweep rate when the excitation signal is sweeping through resonance. For a logarithmic sweep rate,

\[ t_{sd,e}^r = t_e - t_1, \]  

(3-44)

where \( t_1 \) is the time during a logarithmic sweep rate when the excitation signal is sweeping through resonance.

The two components, an equivalent rms sinusoidal signal simulating a swept-frequency component and an equivalent rms sinusoidal signal simulating a random component, are adjusted in level and time duration in a manner similar to that used for test time scaling. That is,

\[ \overline{v}_{sd,e}^r = \left( \frac{N_{sd,e}^r}{N_{sd,e}^r + 1/b} \right) \]  

(3-45)

where

\[ N_{sd,e}^r = \text{the number of cycles to failure at the equivalent rms sinusoidal dwell level which represents an original random excitation} \]

\[ N_{sd,e}^r = \text{the number of cycles to failure at the equivalent rms sinusoidal dwell level which represents an original swept sinusoidal excitation}. \]

The preceding is accurate only if stress is directly proportional to acceleration. If stress is a nonlinear function of acceleration (or loading) then suitable modifications are required to accurately apply Eq. (3-45).
The substitute sinusoidal dwell signal, as derived by Spence and Luhrs from the work of Miles, is applied using the specimen's natural frequency, the derived equivalence level, and the appropriate time of application. Table 3-2 is presented to summarize and organize the computations required to find an rms sine substitute excitation for either a combined random plus swept sine or a random only signal.

Table 3.2. The Spence and Luhrs Computational Sequence

<table>
<thead>
<tr>
<th>Step</th>
<th>Comment</th>
<th>Using</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Define resonator model</td>
<td>$f_n, Q$, and $b$</td>
</tr>
<tr>
<td>2.0</td>
<td>Define original excitation</td>
<td>Time of exposure, $W[V]$ as a function of frequency, and as appropriate, superimposed sine sweep or dwell level, sweep rate, and frequencies</td>
</tr>
<tr>
<td>3.0</td>
<td>Find $S_c/S_e$</td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>Determine $A$</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>Find $S_r/S_c$</td>
<td>Select appropriate $b$ and assume $1 \leq k \leq 2$. If no sinusoidal component, then read $S_e/S_c$ at $a = 0$.</td>
</tr>
<tr>
<td>4.0</td>
<td>Compute $\bar{V}_{sde}$</td>
<td>Equivalent rms sine level for combined random and swept sine which acts for $t_1$ or $t_2$</td>
</tr>
<tr>
<td>5.0</td>
<td>Compute $\bar{V}_{rde}$</td>
<td>Equivalent rms sine level for random only</td>
</tr>
<tr>
<td>6.0</td>
<td>Define test time</td>
<td>Depends on type of sweep (logarithmic or constant rate)</td>
</tr>
<tr>
<td>6.1</td>
<td>For combined random and sine</td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>For random only</td>
<td>Depends on type of sweep (logarithmic or constant rate)</td>
</tr>
<tr>
<td>6.3</td>
<td>Normalize</td>
<td>Adjust $\bar{V}_{sde}$ to same basis, either 4.0 or 5.0</td>
</tr>
<tr>
<td>6.4</td>
<td>Total</td>
<td>Equivalent test time at $f_n$ for the normalized level of 6.3</td>
</tr>
</tbody>
</table>

Crede and Lunney [63,64] conducted extensive studies for establishing enlightened shock and vibration test requirements for missile and airborne electronic equipment. They considered the nature of equipment responses and found these responses to be more important, in the evaluation of test severity, than the characteristics of the input vibration. This conclusion followed an observation that the stress level was more directly related to the responses of equipment structures rather than to an input excitation.

The authors advocated the use of a two-level test, based on curves which envelop appropriate sets of field data measured at the equipment mounting points. An operational test would be performed using the measured vibration as the test input level. A nonoperational or structural endurance test would be performed by exciting the equipment at an increased input level for the purposes of reducing test time. The accelerated test was derived using $S-N$ curve information as discussed in Section 3.2.

In the case of airborne electronics, the excitation vibration was considered to be solely sinusoidal. In the case of missile electronics, excitation vibration was considered to be represented by a continuous spectrum.

The suggested equivalent test consisted of a substitute sinusoidal test. A Miles type of analysis was used to derive equivalent stresses for two cases:

- Continuous spectrum excitation
- Random excitation.

The continuous or random spectrum involved the Miles analysis approach to derive an equivalent stress relationship. Equation (3-27) is repeated here for convenience:

$$S_e \approx \left( \frac{k_0 \bar{s}}{e} \right)^{0.5}.$$  (3-27)

The Miles expression was further simplified by assuming that $k = 2$ and $\alpha = 10$ were representative parameters, with the result that

$$S_c \approx 2.71 \bar{s}.$$  (3-46)

The choice of parameters $k$ and $\alpha$ must be carefully made. For example, it was noted earlier in the discussion of Miles' work that $k = 1$ and $\alpha = 10$ were typical values. Thus from Eq. (3-27),

$$S_e \approx 1.92 \bar{s},$$  (3-47)

which is more in line with data from Granick [65] and McIntosh and Granick [66].
A beat excitation signal was considered to be the sum of two or more discrete spectra. The discrete spectra may result from an interposition of vehicle structure between the primary excitation source (aerodynamic buffeting, engine, other) and the equipment mounting location. Because structures tend to respond at specific resonance frequencies when loaded by a continuous or nearly continuous excitation, it is these resonance "bandpass" frequencies which eventually combine to form the excitation spectrum for an individual item of equipment in or on the vehicle. The resultant discontinuous excitation spectrum may consist of periodic beats of varying amplitude, or it may consist of aperiodic beats. Crede and Lunney considered the case of periodic beats resulting from two equal-amplitude steady state components which were slightly different in frequency. The resultant beat excitation was assumed to periodically reduce to zero. The resultant beat excitation is shown in Fig. 3-13.

\[ S_e = \frac{1}{3} \left[ S_{sp} + (12S^2 - 2S_{sp}^2)^{1/2} \right], \quad (3-48) \]

with the result

\[ S_e \approx 1.3S, \]

where \( S_{sp}/S = 2.1 \).

The difference between continuous and beat spectra is due to differences in the relative percentage of low-amplitude stresses. Comparison of Eq. (3-49) with

\[ D = A_1 A_2 A_3, \quad (3-50) \]

where

- \( A_1 = \) an amplitude of maximum response factor
- \( A_2 = \) a distribution of load amplitudes factor
- \( A_3 = \) a material and structural factor.

There are four assumptions which are basic to the Mains approach.

1. A damped-oscillator model similar to that of Miles (Fig. 3-9) will characterize the specimen and respond to a transient load in the usual manner,

\[ y = \exp(-\delta \omega_n t) C_2 \sin \omega_n t + y_0(t), \quad (3-51) \]

where

- \( y = \) displacement or stress or strain
- \( \omega_n = \) natural response frequency.

2. A linear approximation suitably describes the logarithmic \( S-N \) curve in the region of interest,

\[ y N^k = C, \quad (3-52) \]

where \( k, y, \) and \( C \) for our case of fatigue damage are analogous to \( b, S, \) and \( C_1 \) from Eq. (2-3)

\[ y N^k \approx S N^{1/b} \approx C^{1/b}. \quad (3-53) \]

3. If yielding is involved then the assumed amplitude decay (i.e., the \( \exp(-\delta \omega_n t) \) term of Eq. (3-51)) is too slow and must be adjusted based on experiment.

4. Damage accumulation is linear in accordance with Miner's theory (recall Eq. (2-5)).
With this basis established, the damage is expressed as

\[
D = \left( \frac{C_{\text{max}}}{C} \right) \sum_{r} \left( \frac{C_{2m}}{C_{\text{max}}} \right)^{b} \left( 1 + \exp \left( -\frac{\delta \pi b}{2} \right) \right)^{b} \times \exp \left( -\frac{\delta \pi b}{2} \cdot \frac{4\pi r - 3}{\sqrt[4]{1 - \delta^{2}}} \right),
\]

(3-54)

where

- \( C_{\text{max}} \) = the largest initial response in the series of transients
- \( C_{2m} \) = the initial response of the different (nth) transient
- \( \delta \) = the number of cycles in the transient.

Assuming that the previous work was correct, Mains presented a series of relationships between relative damage and various individual parameters. These relationships are given in Table 3-3. Although the approach taken by Mains is not supported by data, it or a similar approach could serve as a basis for further research on damage accumulation.

Table 3-3. Relative Damage as Affected by Various Factors\(^\dagger\)

<table>
<thead>
<tr>
<th>Factors</th>
<th>Relationship ( \frac{D_{1}}{D_{2}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 Change of test amplitude</td>
<td>( \frac{C_{\text{max}}}{C_{\text{max} 2}} ) ( \frac{1}{k} )</td>
</tr>
<tr>
<td>2.0 Change of ( n ) at constant load amplitude</td>
<td>( \frac{D_{1}}{D_{2}} = \frac{N_{1}}{N_{2}} )</td>
</tr>
<tr>
<td>3.0 Change in test time only at constant cycle rate and load</td>
<td>( \frac{D_{1}}{D_{2}} = \frac{t_{1}}{t_{2}} )</td>
</tr>
<tr>
<td>4.0 Change in damping ratio</td>
<td>( \frac{D_{1}}{D_{2}} = \frac{(A_{1})<em>{1}}{(A</em>{1})_{2}} )</td>
</tr>
<tr>
<td>5.0 Change in strength of material</td>
<td>( \frac{D_{1}}{D_{2}} = \frac{(C_{2})<em>{1}}{(C</em>{1})_{2}} ) ( \frac{1}{k} )</td>
</tr>
<tr>
<td>6.0 Change in strength of material and slope of log S-vs-log N curve</td>
<td>( \frac{D_{1}}{D_{2}} = \frac{C_{2} \frac{1}{k} 2(A_{1})<em>{1}(A</em>{3})<em>{1}}{C</em>{1} \frac{1}{k} 2(A_{2})<em>{2}(A</em>{3})_{2}} )</td>
</tr>
</tbody>
</table>

\( \dagger \) From Mains [67].

Hall and Waterman

Hall and Waterman [68] provided one of the earlier attempts to develop a complete set of equivalence relationships between sinusoidal and random vibration histories. Their work is documented here for reference purposes, although it has not found wide application in recent years. The basis for equivalence was the amount of work expended due to damping forces, and it was assumed that each type of vibration history would produce the same amount of damage on a second-order system model. The equivalence expressions were derived for sinusoidal dwell at resonance, sinusoidal sweep, and random vibration.

The work expressions from the original paper are given below.

**Sinusoidal dwell at resonance**

\[
W_{sd,i} = \frac{\pi m_{i}^{2} V_{sd,i}^{2} Q^{2}}{M_{1} \omega_{n}^{2}},
\]

(3-55)

where \( W \) refers to work.

**Random**

\[
W_{r,i} = \frac{T_{i} \omega_{n}^{2} m_{i}^{2} W[V]}{4M_{1}},
\]

(3-56)

**Sinusoidal sweep at constant rate**

\[
W_{ss,i} = \frac{m_{i}^{2} V_{ss,i}^{2} Q^{2}}{8 \text{rate} M_{1}},
\]

(3-57)

where

- \( W \) = work
- \( i \) = a subscript identifying a specific load level
- \( m_{i} = \sum m_{j} \) a generalized mass
- \( M_{1} = \sum M_{j} \) , a simplifying substitution
- \( T_{i} = \) the total time at load level \( i \)
- \( \text{rate} = \) the constant sweep rate in Hz/sec.

Equivalence was established from the work expressions by equating work terms. The resultant relationships were given in pairs.

**Sinusoidal dwell-random**

\[
V_{sd,e}^{0.5} = \left( \frac{W[V] \omega_{n}}{2Q} \right)
\]

(3-58)

\[
W[V]_{e}^{sd} = \frac{2Q V_{sd,i}^{2}}{\omega_{n}}
\]
The resultant damage expressions are given below.

**Sinusoidal dwell**

\[
D_{sd,i} = \frac{(Q^{\alpha+1})(Q^{\alpha+2})(V_{sd,i}^e)^2}{(2(\alpha+2)/2)^{1/2}(\omega_n^{2\alpha+1})},
\]

which was not derived by Waterman but was included for completeness.

**Random**

\[
D_{rd,i} = \frac{\bar{m}(Q^{\alpha+2})(Q^{\alpha+2})(Q^{\alpha+2})(V_{rd,i}^e)^2}{(2(\alpha+2)/2)^{1/2}(\omega_n^{2\alpha+2})},
\]

where \( n_0 \) = the total number of octaves swept.

Equivalences between various types of vibration were obtained by equating damage functions, and the relationships again appear in pairs.

**Sinusoidal sweep—random**

\[
V_{sd,e}^r = \left( \frac{t_{r,i}}{t_{sd,i}} \right)^{1/(\alpha+2)} \frac{W[V]^e}{2Q} \left( \frac{2Q}{\omega_n^{2\alpha+2}} \right)^{1/2},
\]

\[
W[V]^e_{sd} = \left( \frac{t_{sd,i}}{t_{rd,i}} \right)^{2/(\alpha+2)} \frac{2Q}{\omega_n^{2\alpha+2}}.
\]

**Sinusoidal sweep—random**

\[
V_{st,e}^r = \left( \frac{t_{r,i}}{t_{st,i}} \right)^{1/(\alpha+2)} \frac{N_{df} \omega_n}{1.443\pi},
\]

\[
W[V]^e_{st} = \left( \frac{t_{st,i}}{t_{rd,i}} \right)^{2/(\alpha+2)} \frac{1.443\pi V^2_{st,i}}{n_0 \omega_n}.
\]

**Sinusoidal sweep—sinusoidal dwell**

\[
V_{sd,e}^{st} = \left( t_{sd,i} \right)^{1/(\alpha+2)} \frac{0.722\pi}{n_0 Q},
\]

\[
V_{st,e}^{sd} = \left( t_{st,i} \right)^{1/(\alpha+2)} \frac{0.722\pi}{n_0 Q}.
\]

where damage is equal to the product of work due to damping and rms response raised to the \( \alpha \) power. The parameter \( \alpha \) is similar to the S-N curve parameter \( b \). The difference is that \( \alpha \) characterizes the slope of an amplitude vs-time plot constructed by testing a model to failure at several load levels. This approach provides an equivalence based more on engineering philosophy rather than mathematical rigor. Waterman proposes \( \alpha = 2 \) for steel and \( \alpha = 0 \) for aluminum based on limited experimental test data. These values should be verified by more data prior to use.
Equations (3-66), (3-67), and (3-68) show that when test times are equal, the test amplitudes are independent of $\alpha$.

Gerks

Gerks [26,70] presented a complete set of equivalence relationships between sine sweep, sine dwell, and random vibration histories. Both the Miner and the Corten-Dolan fatigue-damage accumulation theories were applied in a Miles type of analysis to form equivalence expressions. The resulting equivalence equations recognize the dynamic characteristics of specimen natural frequency and transmissibility. A linear SDF system was used as an idealized dynamic model; however, the analysis is applicable to higher mode responses. It was assumed that any complex equipment may be represented by a combination of noninteracting SDF oscillators. It was also assumed that the total damage caused by a combination of vibration spectra was the sum of the piecewise damage caused by each individual spectrum. The case of nonstationary or time-varying vibration was treated by dividing the environment into a series of sequential environments, each with a set of constant parameters.

The resulting expressions equate fatigue damage in terms of vibration input parameters rather than stress or strain. Gerks indirectly validated the expressions by conducting a limited series of tests on aluminum alloy cantilever beams with end masses and viscoelastic damping. As a result of these tests, the expressions based on the Miner fatigue hypothesis were found to be more accurate than those based on the Corten-Dolan theory. The following discussion will cover the general assumptions required to generate the equivalence expressions; however, only those relationships based on Miner's theory are presented.

The following assumptions were made to reduce the complexity of deriving the equivalence expressions:

1. The logarithmic $S/N$ curve is linear in the range of interest.
2. The various types of vibration occur sequentially.
3. More than one vibration-excitation component could exist at one time; however, these components would have sufficient frequency separation to avoid simultaneous excitation of any one resonance.
4. The vibration-excitation amplitude is constant and varies insignificantly in the region of each specimen resonance.
5. The field vibration is stationary or can be represented as a series of sequential stationary environments.
6. Sine sweep rates were assumed to be sufficiently slow so that the resulting specimen response to the sweep excitation could be approximated by a dwell response.

The application of the Gerks equivalence expressions is a four-step procedure:

1. Choose the final test duration and type of equivalent test which is desired, i.e., sine dwell, sine sweep, or random.
2. Combine all like types of vibration history into one test of each type lasting for the same duration as chosen in Step 1. The result would be, as applicable, all sine sweeps into one equivalent sine sweep, all sine dwells into one equivalent sine dwell, and all random envelopes into one equivalent random envelope.
3. Transform each equivalent test type into the preselected or chosen type of test.
4. Combine the like types of vibration from Step 3 into the final equivalent test level.

A diagram of the reduction procedure as outlined above is presented in Fig. 3-14.

Three types of expressions were developed: First, expressions which are used when each type of vibration history must be combined into one history for some desired exposure time. Second, expressions used when each combined history must be transformed into one final type of history. Last, expressions used when each transformed history must be combined into one final equivalent test.

The expressions for combining like vibration histories into one history of the same type are as follows:

**Several sine dwells to one sine dwell**

\[
V_{sd,e} = \left[ \sum_{i=1}^{m} \sum_{p=1}^{n} \frac{f_i}{f_n} \frac{t_i}{t_n} \left\{ Q^2 \left[ 1 + \left( \frac{f_i}{f_n} \right)^2 \right] - \frac{f_i^2}{f_n^2} \right\} \right]^{1/b} \tag{3-69}
\]

![Fig. 3-14. Equivalent test reduction procedure (an example) [26].](image-url)
Several logarithmic sine sweeps to one logarithmic sine sweep

\[
V_{ss,e} = \left\{ \sum_{i=1}^{m} \ln \frac{f_{2e}}{f_{1e}} \left( f_{1i} \right) \right\}^{1/b} \left\{ V_{st,i}^{b} \right\}^{1/b}
\]

(3-70)

where \( f_{2i} \) and \( f_{1i} \) set upper and lower frequency boundaries on the original sweep, and \( f_{2e} \) and \( f_{1e} \) reflect chosen boundaries for the equivalence sweep vibration, assuming that both the original sweep and the equivalent sweep pass through specimen resonances of interest.

Several random levels to one random level

\[
W[V]_e = \left\{ \sum_{i=1}^{m} \left( \frac{f_{1i}}{f_{1e}} \right) W[V]_i^{b/2} \right\}^{2/b}
\]

(3-71)

The expressions for transformations between types of vibration history while holding exposure time constant used a factor \( \phi \) to simplify computation and reduce computer time.

\[
\phi = \frac{\ln \frac{f_{2}}{f_{1}} \cdot NDQ}{f_{n} \cdot t} \approx \left( \frac{1.89}{b} \right)^{0.645}
\]

(3-72)

where \( \phi \) was shown to introduce no more than 2% error when \( 10 \gg Q \gg 30 \) and \( 10 \gg f_{n} \gg 1500 \) Hz.

From a logarithmic sine sweep to a sine dwell

\[
V_{sd,e}^{ss} = V_{st,e} \left[ \frac{\phi}{Q \ln \left( \frac{f_{2e}}{f_{1e}} \right)} \right]^{1/b}
\]

(3-73)

From a sine dwell to a logarithmic sine sweep

\[
V_{sd,e}^{sd} = V_{sd,e} \left[ \frac{Q \ln \left( \frac{f_{2e}}{f_{1e}} \right)}{\phi} \right]^{1/b}
\]

(3-74)

From a random spectrum to a logarithmic sine sweep

\[
V_{st,e}^{r} = \left( \frac{W[V]_e \pi f_{n}}{Q} \right)^{1/2} \left[ \frac{Q \ln \left( \frac{f_{2e}}{f_{1e}} \right)}{\phi} \right]^{b/2} \left( 1 + \frac{b}{2} \right)^{1/b}
\]

(3-75)

From a random spectrum to a sine dwell

\[
V_{sd,e}^{r} = \left( \frac{W[V]_e \pi f_{n}}{Q} \right)^{1/2} \left[ \frac{Q \ln \left( \frac{f_{2e}}{f_{1e}} \right)}{\phi} \right]^{b/2} \left( 1 + \frac{b}{2} \right)^{1/b}
\]

(3-76)

From a logarithmic sine sweep to a random spectrum

\[
W[V]_e^{ss} = \left( \frac{V_{ss,e}^{2} Q}{\pi f_{n}} \right) \left[ \frac{Q \ln \left( \frac{f_{2e}}{f_{1e}} \right)}{\phi} \right]^{b/2} \left( 1 + \frac{b}{2} \right)^{1/b}
\]

(3-77)

From a sine dwell to a random spectrum

\[
W[V]_e^{sd} = \left( \frac{V_{sd,e}^{2} \pi f_{n}}{Q} \right) \left[ \frac{Q \ln \left( \frac{f_{2e}}{f_{1e}} \right)}{\phi} \right]^{b/2} \left( 1 + \frac{b}{2} \right)^{1/b}
\]

(3-78)

The final equivalent level is derived by combining all similar types of vibration.

Final random equivalent

\[
W[V]_e = \left( W[V]_e^{ss} + W[V]_e^{sd} + W[V]_e^{r} \right)^{b/2}
\]

(3-79)

Final logarithmic sine sweep equivalent

\[
V_{st,e}^{ss} = \left( \left( V_{st,e}^{b} + V_{st,e}^{r} + V_{st,e}^{sd} \right) \right)^{1/b}
\]

(3-80)

Final sine dwell equivalent

\[
V_{sd,e}^{sd} = \left( \left( V_{sd,e}^{b} + V_{sd,e}^{ss} + V_{sd,e}^{r} \right) \right)^{1/b}
\]

(3-81)

The approach presented by Gerks may be adapted for use on a computer. When so doing, the computer output may be displayed as an equivalent test spectrum plotted directly as a family of curves which are a function of \( Q \). As an example, Fig. 3-15 illustrates the result of combining both random and sine-sweep
spectra into an equivalent sine-sweep test. If the specimen is resonant at the four frequencies indicated in Fig. 3-15, then a final test envelope is represented by the dashed line. The construction of the dashed line was made possible by the prior assumption that significant damage occurs only in a resonant region.

![Diagram of vibration test envelope](image)

**Fig. 3-15. Example determination of an equivalent vibration envelope.**

**Change-of-Test-Type Practices**

To perform change-of-test-type equivalence we have seen that it is necessary to:

1. Determine or estimate the response frequencies and associated resonance amplification factors which describe the test specimen.
2. Describe the original test or field history vibration in terms of a temporal sequence of sinusoidal, random, sine-sweep, or a combination thereof, vibration loading.
3. Select an appropriate $S-N$ or $\tilde{S}-N$ curve or curves which account for variable factors such as stress ratio, mean stress, residual stresses, temperature, notches, and the like.
4. Make comparisons between vibration histories or perform equivalence on the basis of exciting the specimen by a mounting structure of known impedance.
5. Use a suitably slow sweep rate when determining a sinusoidal sweep equivalent test, so that specimen responses to an excitation can build up to equal levels as if excited by the original vibration history.

**Table 3.4. A Summary of Change-of-Test-Type Equivalence Practices**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Author</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_e$</td>
<td>Miles</td>
<td>Equivalent stresses were found for a linear SDF oscillator based on equal damage using Miner's theory for two types of loading:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. Monotonically decreasing loads (Eq. (3-31))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Peaked (Gaussian) load spectrum (Eq. (3-32))</td>
</tr>
<tr>
<td>$S_e, V_{sd,e}$</td>
<td>Spence and Luhrs</td>
<td>Extends Miles' analysis to find equivalent sinedwell or sine-sweep excitation levels for two types of original loading spectra:</td>
</tr>
<tr>
<td>$\bar{V}<em>{sd,e}, \bar{r}</em>{sd,e}$</td>
<td></td>
<td>1. Random only.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Random plus sine sweep.</td>
</tr>
<tr>
<td>$S_e$</td>
<td>Crede and Lunney</td>
<td>Use Miles' analysis to find an equivalent stress for the case of beat excitation. See Eqs. (3-48) and (3-49).</td>
</tr>
</tbody>
</table>
Table 3-4 (Continued)

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Author</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>All major parameters</td>
<td>Mains</td>
<td>A generalized approach to damage equivalence using Miner’s theory yields a set of relationships for all major parameters involved in vibration scaling. A summary of the expressions is given in Table 3-4.</td>
</tr>
<tr>
<td>Relates sine-dwell, sine-sweep, and random excitation spectra</td>
<td>Hall and Waterman</td>
<td>A set of three equivalence pairs created for two cases:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. Equal amounts of work expended due to damping forces</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.1. Sine dwell—random (Eq. (3.58))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2. Sine sweep—random (Eq. (3.59))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.3. Sine sweep—sine dwell (Eq. (3.61))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Similar to above except uses a plot of actual specimen amplitude vs time to failure to find damage functions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1. Sine dwell—random (Eq. (3.66))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2. Sine sweep—random (Eq. (3.67))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.3. Sine sweep—sine dwell (Eq. (3.68))</td>
</tr>
<tr>
<td>Relates sine-sweep, sine-dwell, and random excitation spectra</td>
<td>Gerks</td>
<td>A complete set of relationships resulting from a Miles type of analysis and Miner’s theory. The reduction procedure was illustrated by Fig. 3-14, and the necessary expressions were given in Eqs. (3.69) through (3.81).</td>
</tr>
</tbody>
</table>

CHAPTER 4
MAGNITUDE EQUIVALENCEs

4.1 Preliminary Considerations

The magnitude equivalences constitute the second major category of the damage-based vibration equivalences. Two types of magnitude equivalence are discussed: equivalence of stress amplitudes, and equivalence by virtue of like malfunction. There is yet another category, that of the probability that specimen elements will collide. Such a computation may be treated as a first-passage problem [8] and is not covered in this monograph.

A common shortcoming of both the malfunction and cumulative-damage equivalences is that they were often without concern for the influence of mounting interface impedance. They are not totally independent of driving-force coupling because some of these equivalence techniques are predicated on the use of specimen response data. The interface impedance problem is discussed in Chapter 5.

Several of the magnitude equivalences were developed to establish a common reference between the effects caused by sinusoidal and random vibration spectra. They appeared at a time when random vibration concepts were first being introduced. At that time many engineers wanted a simple sinusoid-random equivalence correlation so they could apply sinusoidal testing experience to the “new” random vibration environment.

Work was also undertaken to find an equivalence between narrowband swept random and wideband random testing. The need for such an equivalence had a practical basis in that the swept random spectrum would demand less drive power than the wideband excitation. The reduced power requirement for the narrowband swept random test was achieved by not simultaneously exciting the entire wideband spectrum; however, the actual test time was increased as a result of this test approach.

The magnitude equivalences were formed with the intent of using parameters which were less intuitive to the intuitive designer than the parameters required for the cumulative-damage equivalences. Under limited circumstances the magnitude equivalences have proven valuable from the standpoint of providing insight into specimen responses to various types of excitation. Unfortunately, the attempts to achieve correlation based on specimen performance degradation, or malfunction, did not yield valid equivalence techniques.

The majority of the magnitude equivalences are limited to a unity time scaling between various types of vibratory excitation. Some of the equal-amplitude equivalences provide a method for changing the time scale, so that they could be used for the purpose of deriving an accelerated test.
4.2 Stress Equivalences

The equal-stress equivalences were developed mostly from mathematical relationships used to describe Gaussian processes and the classical SDF linear oscillator. An equality was assumed to exist between various vibration experiences when each of these experiences would produce like sets of stress amplitudes and a like number of occurrences at each stress amplitude. It was further assumed that a defined relationship existed between a specimen's response amplitude and the stress resulting from the response amplitude.

One basis for correlation involved equating the rms response between different types of vibration excitation. Another basis of correlation was to equate the distribution of response acceleration peaks above some level or at a known level which would cause failure or malfunction. The equal rms response and equal distribution of peaks theories were used to form the following substitutions:

1. Sinusoidal dwells of a single frequency or several discrete frequencies for random excitation.
2. Sinusoidal sweep testing for random excitation.
3. Swept narrowband random for wideband random excitation.

Recognition of the importance of factors such as resonant amplification $Q$ and natural frequency $f_r$ was provided by the stress-amplitude equivalence techniques. In certain cases, the stress equivalence eventually related to the concept of specimen damage. As shown by Patrick [71], this eventual relationship to damage was expected because the concept of damage is explicit in time, and both the time-to-failure predictions and time-scaling techniques are important facets of equivalence technology.

As in the application of the other equivalence techniques, it is advisable to apply the stress-equivalence relationships with caution. If the fundamental assumptions and shortcomings are understood for each technique, these equivalences may be used as additional design or diagnostic aids.

The stress equivalences are divided into the categories of equal rms response, equal distribution of peaks, and swept random.

Equal RMS Response

Certain measurements are made and used to characterize a random vibration excitation or response spectrum. Either instantaneous or peak values of acceleration may be observed or recorded; however, the vibration spectrum is conventionally defined by a plot of power spectral density, $W(V)$, vs frequency. A true rms meter is frequently used to determine the rms acceleration value $\bar{V}$. When the rms acceleration level is assumed to be constant over a narrow frequency band $\Delta f$, the power spectral density (PSD) in $g^2/Hz$ is simply

$$W[V] = \left( \frac{\bar{V}^2}{\Delta f} \right),$$  

(4-1)

where $\Delta f$ is the bandwidth of the filter or meter used to measure $\bar{V}$, and $V$ is frequency dependent.

When vibration test data are narrowband, a condition which may result from the filtering caused by a local structural resonance, it is convenient to deal with peak measurements. The acceleration peaks are considered to be Rayleigh distributed in the majority of the following equivalences; however, they are in theory Rayleigh distributed only in the limit as the response bandwidth tends toward zero. This simplifying assumption is usually valid because the filter bandwidth used in performing a spectral analysis is usually very small compared with the center frequency of the analyzed bandwidth. Broadband signal acceleration peaks are assumed to be Gaussian distributed.

A comparison of the normal or Gaussian distribution in the Rayleigh distribution is shown in Fig. 4.1. Although in many instances the assumptions of a normal distribution and applicability of the Rayleigh distribution are good representations of actual data, this is not always true. As noted by Mustain [72] and others, actual field data will sometimes yield varying bandwidths. Thus the peak distributions will deviate from the Rayleigh distribution, particularly as structural nonlinearities become effective.

For the general case where a random input acceleration level is known to vary with frequency,

$$[\bar{V}(\text{response})]^2 = \frac{1}{2\pi} \int_0^\infty W[V(\omega)] H(\omega)^2 d\omega,$$  

(4-2)

where $H(\omega)$ defines the ratio of response acceleration to input acceleration as a function of frequency.

The rms response of an SDF linear oscillator to a white random input signal was given by Spence [73] as

$$\bar{V}(\text{response}) = \left( \frac{\pi}{2} W[Vf_r/Q] \right)^{0.5},$$  

(4-3)

where the resonant amplification or quality factor $Q$ was classically [74] represented as
With $\delta$ representing the ratio of actual damping to critical damping and $B$ the half-power bandwidth.

If a linear system has several distinct and well separated resonances, the overall response to a white random input is

$$V_{r}(\text{response}) = \left( \sum_{i=1}^{m} W[V_i] \frac{f_r}{f_i} Q_i \right)^{0.5}, \quad (4-5)$$

where the assumption of white random input need be valid only in the vicinity of each natural resonance.

The response of a linear oscillator to a sinusoidal input excitation at resonance is

$$\bar{V}_s(d) = \bar{V}_s d \quad Q, \quad (4-6)$$

where $\bar{V}_s d$ is the rms input acceleration.

The equivalent sinusoidal rms input acceleration which will represent the response on an equal rms response basis is found by equating the rms responses described by Eq. (4-3) and (4-6):

$$\bar{V}_s = \left( \frac{\pi f_r W[V]}{Q} \right)^{0.5} = \bar{V}_s r \quad \text{noise} \quad (4-7)$$

where $\bar{V}_s r$ is the sinusoidal rms input excitation equivalent of the random input excitation, and $f_r/Q$ is the bandwidth $B$.

The peak sinusoidal acceleration level is usually [71,75-78] taken as

$$\bar{V}_{s,d,e} = 3 \bar{V}_s d, \quad 3 \bar{\sigma} \quad (4-8)$$

where $\bar{V}_{s,d,e}$ is the peak sinusoidal input equivalent of the random input acceleration. The factor 3 used in Eq. (4-8) comes from stochastic theory and is a conventionally used boundary between frequent and infrequent occurrences in a Gaussian distribution. $V_{s,d}$ may be mathematically related to one standard deviation $\sigma$ by

$$\sigma = \bar{V}_s r \quad (4-9)$$

which was plotted vs probability of occurrence in Fig. 4-2.

When a specimen has several response frequencies, each is considered on an individual basis. An equivalent test would involve a sinusoidal dwell at each response frequency of interest.

An equal rms response equivalence described by Trotter [75] provides a sinusoidal input at each resonance frequency such that the rms response at each resonance is equated to the overall rms response,

$$[\bar{V}_{s,d,e}].k = \frac{1}{Q_k}\left( \sum_{i=1}^{m} \frac{\pi f_r}{2} W[V_i] Q_i \right)^{0.5}, \quad (4-10)$$

where the subscript $k$ refers to the conditions associated with the $k$th sinusoidal response. This approach tends to yield lower values of a computed sinusoidal equivalent excitation than the values computed by use of Eq. (4-7). The lower values result from the use of the overall $W[V]$ rather than the $W[V]$ at each specific resonance. This approach would tend to average the sinusoidal equivalent excitation levels. Thus when a specimen has one resonance which is dominant over other resonances, the lower responses would be somewhat overtested, and the dominant response would be significantly understressed. For these reasons the results obtained by the application of Eq. (4-10) would yield a less satisfactory basis for equivalence than the results obtained by the use of Eq. (4-7). In general, a single-frequency sinusoidal dwell equivalence of a random spectrum can be derived only for the immediate region of a resonance. The type of failure may be different at each resonance, i.e., wear, fatigue, or performance malfunction.

The equal rms response techniques may be used to design an equivalent test which would consist of a sinusoidal sweep substitute for the random excitation. Caution is advised, however, because such attempts may be fraught with problems [77]. That is, an equivalent sinusoidal sweep would involve the adjustment of both excitation amplitude and sweep rate as a function of excitation frequency. Morrow and Muchmore [78] concluded that there is no mathematically valid way of providing a conventional single-frequency sweep that is equivalent to a continuous spectrum for all types of failures.
Equal Distribution of Peaks

A technique for scaling test time between a long-duration, relatively low-intensity and a short-duration, relatively high-intensity random excitation was introduced by Curtis [79]. He equated acceleration response peaks above some level. Blake and Oleson [80] and Oleson [81] also suggested that test equivalence exists when there is a similar distribution of response stress at high levels.

The assumptions necessary for the formation of an equal distribution of peaks equivalence include the following:

1. The resonant transmissibility $Q$ is known or can be assumed.
2. Damage occurs primarily due to the excitation of resonance. Thus the analysis is focused on narrow frequency bands, and the results of the analysis are influenced by the expected resonant characteristics of the specimen.
3. The narrowband vibration probability density function for the distribution of peaks is a Rayleigh distribution.
4. The specimen's fragility is known in terms of a maximum input acceleration level which will cause no damage vs frequency.
5. Damage is produced only by acceleration peaks above the fragility-level input acceleration $\bar{V}_r$.

The distribution of peaks for two narrowband vibration histories of different rms acceleration level and some center frequency is shown in Fig. 4-3. Equality is assumed when the rms acceleration of each vibration history is maintained for a time ratio such that the fragility-level acceleration is exceeded an equal number of times. That is,

$$t_1 = K t_2,$$

where $t_1$ and $t_2$ represent the time duration of vibration history 1 and vibration history 2, and $K$ represents the ratio of the shaded areas of the curves in Fig. 4-3.

Application of assumption number 3 to compute the number of peaks exceeding some level $V_f$ yields

$$K = \frac{t_1}{t_2} = \exp \left\{ \frac{V_f^2}{2 \bar{V}_{r,1}^2} \left( 1 - \frac{W[V_1]}{W[V_2]} \right) \right\},$$

(4-12)

where $\bar{V}_{r,1}$, the in-band rms acceleration, is $(f_r W[V_1]/Q)^{0.5}$, and $W[V_1]$ and $W[V_2]$ are evaluated at the natural response frequency of interest. Equation (4-12) was plotted by Curtis [79] and appears as Fig. 4-4.

Application of the equal distribution of peaks method is accomplished in four steps.

First, the fragility envelope must be obtained from available test data, or by assumption based on analyses of similar specimens and perhaps the use of analytical modeling techniques. Second, the in-band rms acceleration response is computed,

$$\bar{V}_{r,1} \text{ (response)} = \left( \frac{\pi}{2} W[V_1]/f_r Q_1 \right)^{0.5}.$$

(4-13)

Third, the value of $k$ is determined from Fig. 4-4. Fourth, the test duration, assuming a comparison of like narrowband envelopes, is

$$t_{e,1} = t_1 + K t_2,$$

(4-14)
where $t_{e,1}$ is the equivalent test duration at level 1 for the combined vibration histories at levels 1 and 2.

When several narrowband envelopes exist, such as expected in a complex specimen excited by a wideband random signal, Eq. (4-14) is used at each frequency of interest. As a result, the individual test times will vary with frequency, which is a weakness of the method because some average value of time must eventually be selected to arrive at the narrowband excitation approximation of the broadband excitation.

Swept Random

Booth [82] and Broch [83] extended the equal distribution of peaks equivalence techniques to the problem of substituting an intense swept narrowband random signal for a wideband random signal. The major advantage of a swept narrowband random equivalent test is that a vibration exciter of smaller force capability will suffice, whereas a much larger exciter would be required for the wideband test. Also, swept random testing complements wideband testing in that resonances are excited sequentially. As a result of sequential excitation, any frequency band in which specimen failure or malfunction appears is readily isolated, a fact which expedites subsequent failure analysis efforts.

The following characteristics of the wideband excitation must be duplicated by the swept narrowband signal:
1. The total number of acceleration peaks must remain the same inside each resonance band.
2. The rms test level must be adjusted to provide the same number of acceleration peaks in any interval of acceleration level.
3. The probability distribution of peaks with respect to the rms test level must match for both types of test.

The first characteristic is accommodated by use of a logarithmic sweep rate. The changing sweep rate is necessary because the bandwidth of a resonance, when using any single value of $Q$, increases with increasing frequency (recall Eq. (4-4)). The second characteristic is accommodated if the rms magnitude of the narrowband excitation is increased as the square root of frequency, i.e., 3 dB/octave (recall Eq. (4-3)).

To facilitate the implementation of a test which has tolerances on the input acceleration level, Booth [82] introduced a factor called the acceleration gradient. The acceleration gradient is simply the instantaneous acceleration divided by the square root of radial frequency,

$$AG = \frac{\bar{V}_r}{\sqrt{2\pi f}},$$  \hspace{1cm} (4-15)

where $AG$ is the acceleration gradient and $\bar{V}_r$ is a function of the bandwidth of the meter used to monitor the input acceleration. Now, rather than specifying a test in terms of a PSD-vs-frequency spectrum, the test would be specified in terms of a constant acceleration gradient.

A swept random test is shown in Fig. 4-5, and a simplified sweep random test system is shown in Fig. 4-6. In Fig. 4-6 it is assumed that the meter will read $AG$ directly, and the $AG$ signal is used to control the sweep random generator. The random generator in turn controls the power amplifier.

The third characteristic, that of matching the probability distribution of peaks between the swept random and wideband spectrum, is more difficult. Booth simplified the problem by constructing a plot of the probability that response peaks in a Rayleigh distribution will exceed some level $V_1$ where $\bar{X}$ is the ratio

$$\bar{X} = \frac{V_1}{\bar{V}_r},$$ \hspace{1cm} (4-16)

![Fig. 4-5. A comparison of wideband and swept narrowband random vibration excitation.](image)

![Fig. 4-6. A basic sweep random test diagram.](image)
and $V_i$ is the magnitude of the $i$th-level peak acceleration. The probability plot for $\bar{\lambda}$ is given as Fig. 4-7. Next, it is necessary to determine the accumulated peak probability distribution for the swept random signal based on the resonance characteristics of the system. This may be accomplished by a numerical integration procedure [82] or by the use of analog models [83]. The new curve is plotted to the same scale as Fig. 4-7 using

$$\bar{\lambda}^* = \frac{V_i^*}{q V_r^*},$$

(4-17)

where the asterisk denotes the actual response conditions. The two plots are overlaid as shown in Fig. 4-8 to determine suitable vertical- and horizontal-axis scale factors. The scale factors can be used to determine the desired excitation level and sweep time for a practical sweep random test by the procedure outlined in Table 4-1. The horizontal scale factor $q$ is taken as

$$q = \frac{\bar{\lambda}^*}{\bar{\lambda}},$$

(4-18)

and the vertical scale factor $s$ as

$$s = \frac{P[\bar{\lambda}^*]}{P[\bar{\lambda}]}.$$

(4-19)

A possible drawback of the swept random equivalent testing technique is that a relatively long test time is required to achieve the same damage-producing capability as the original wideband test [84].

The test time may be shortened by the following techniques, also suggested by Booth:

1. Use several signal generators, each of which would simultaneously sweep portions of the total frequency spectrum.

Fig. 4-7. Probability that an acceleration peak will have a magnitude greater than $V_i$.

Fig. 4-8. An overlay of theoretical (test-generated) and predicted (actual) peak response probability curves.
Table 4-1. Procedure for Computing a Narrowband Swept-Random Equivalent of a Wideband Random Excitation

<table>
<thead>
<tr>
<th>Step</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Define the initial wideband input spectrum</td>
<td>Parameters required are frequency range, total test time, and $V_r$, where $V_r = \left(\frac{W(V)}{f_2 - f_1}\right)^{0.5}$ (4-1)</td>
</tr>
<tr>
<td>2. Determine the equivalent rms sweep acceleration level</td>
<td>Plot peak probability distributions and overlay as in Fig. 4-8. Find the scale factor $q$ of the horizontal axis positions. Then $V_{r,e} = q\left(\frac{\pi}{2Q} W(V) f_r\right)^{0.5}$ (4-7) defines the equivalent rms acceleration level. Use $f_2$ from Fig. 4-5 to compute the maximum value of $V_{r,e}$.</td>
</tr>
<tr>
<td>3. Compute the acceleration gradient $AG$ for test control purposes</td>
<td>Combine Eqs. (4-7) and (4-15): $AG = \frac{V_r}{\sqrt{2\pi f}} = q \sqrt{\frac{W(V)}{4Q}}$</td>
</tr>
<tr>
<td>4. Compute test duration $T$</td>
<td>Determine vertical-axis scale factor $s$ from overlay plot of Step 2. Then $t_s = s t_{w0} \ln \left(\frac{f_2}{f_1}\right)$, (4-20) where $t_{w0}$ is original wideband test time.</td>
</tr>
<tr>
<td>5. Define final swept narrowband random test parameters</td>
<td>Use the following steps:</td>
</tr>
<tr>
<td>5.1</td>
<td>Compute $V_{r,e}$ by Step 2 at the highest frequency $f_2$, and apply at 3 dB/octave rolloff as shown in Fig. 4-5</td>
</tr>
<tr>
<td>5.2</td>
<td>The constant $AG$ for the test as determined by Step 3</td>
</tr>
<tr>
<td>5.3</td>
<td>The total test time as found by Step 4</td>
</tr>
</tbody>
</table>

2. Provide automatic level regulation to compress some of the higher peaks in the narrowband excitation signal. The result is an increase in the number of peaks per unit time without an increase in test level. A new acceleration peak distribution plot is necessary to describe each change in peak compression. By using the new set of peak distribution plots to form a family of overlays, as in Fig. 4-8, new scale factors $q$ and $s$ are found and used to change the test time as computed per Table 4-1.

Broch [83] expanded the change of test time procedure by defining a term $\beta$:

$$\beta = \frac{\text{Compressor speed in dB/sec}}{\text{Bandwidth in Hz}}, \quad \text{(4-21)}$$

where the faster compressor speeds mean more peak compression. The bandwidth refers to the bandwidth of the sweeping narrowband signal. The effect of $\beta$ on a peak-acceleration distribution curve is shown in Fig. 4-9. Broch also plotted a summary of many matches of peak-acceleration probability-density curves to the Rayleigh curve. Broch’s plot is given as Fig. 4-10. He does not recommend values of $\beta$ in excess of 300 because the higher compressor speeds will cause waveform distortions at the lower frequencies and yield unsatisfactory acceleration-amplitude probability distributions.

4.3 Malfunction-Based Equivalences

The assumed basis for the formulation of the malfunction equivalences was that each type of vibration would produce cumulative amounts of specimen performance degradation. In each case a general equivalence was sought without consideration of the construction details of the specimen. The concept involved was that complex devices, unlike simple mechanical structures, suffer performance changes at vibration test levels which are lower than vibration levels that lead to structural or catastrophic failure. The term vibration fragility was expanded to include the threshold excitation conditions which produce specimen malfunction. Specimen malfunction was considered to be a reversible process wherein specimen operation exceeds performance tolerances during load application, and the specimen would return to a condition of satisfactory operation after the loading was removed. It follows from the definition of malfunction that equipment fragility was not considered to be time dependent, but was somehow related only to acceleration level.

The malfunction-based equivalences were investigated in an early and unsuccessful attempt to equate the sinusoidal and random vibration environments. A brief review of these attempts to form a malfunction equivalence will illustrate the logical fallacies involved and as such will be useful in identifying and avoiding these fallacies in future work.

Foster [85] investigated the feasibility of forming a malfunction equivalence between the random and sinusoidal excitation of complex electronic equipment.
He selected a military-quality state-of-the-art (in 1961) transmitter-receiver and a commercial aircraft horizon-indicator instrument as test specimens. His testing program involved the excitation of the specimens by a random spectrum of constant spectral density in the 20- to 2000-Hz bandwidth, and a very slow sinusoidal sweep at constant peak $g$ level in the same frequency interval.

The specimens were tested at random PSD levels, stepwise, from 0.001 to 0.010 $g^2$/Hz; and at sinusoidal levels from $\pm 0.25$ to $\pm 1.50$ g. The specimens were hard mounted to the electrodynamic exciter and tested in three mutually perpendicular axes. Electrical degradation of specimen output signals was the criterion for correlation.

Foster concluded that no constant quantity could be found to relate electrical degradation between sinusoidal and random excitation. However, he did make two observations:

1. Low levels of sinusoidal excitation produced higher levels of electrical noise output than did relatively high levels of random input. The electrical signal distortion was higher as a result of $\pm 0.25$ g sinusoidal testing than for a random test level of 0.010 $g^2$/Hz over the 20- to 2000-Hz band.

2. The slope of a set of curves plotted to display specimen performance signal degradation vs test level tended to vary with excitation frequency and axis of excitation. Also, when the signal degradation resulted from several simultaneous response modes, correlation was not possible because no single sinusoidal excitation frequency gave a direct indication of signal degradation under random excitation.

Brust [86] performed an investigation similar to that of Foster. However, his specimens included light bulbs, an airspeed indicator, a mechanical chopper, and a motor-driven resolver. He concluded that sine-random equivalence does not exist on a malfunction basis. His results show that sinusoidal testing can yield false indications of the severity of the random environment when the multimode responses, such as caused by random excitation, are considered.

Curtis and Abstein [87] also conducted an investigation to establish a correlation between the effects of random and sinusoidal excitation. They used as specimens the electronic packages from a GAR-4 Falcon missile. The functional performance of three nominally identical units was found to vary considerably.
under random excitation. In one case catastrophic failures occurred prior to functional failures. There were distinct differences in the nature of specimen malfunction between each type of vibration excitation. Curtis and Abstein concluded:

1. In certain cases, no correlation exists.
2. If a correlation exists for complex systems, it will be so complicated that both types of testing are required anyway, which negates the need for the correlation.
3. It is possible that correlation may exist for a very simple type of malfunction such as wiper-arm chatter in a servopositioner.

The work on malfunction equivalences was conducted in the early 1960's and due to a lack of encouraging results, has not been seriously considered in recent years.

4.4 Use of Magnitude Equivalences

The magnitude equivalences are a valuable addition to the cumulative-fatigue and mechanical-impedance equivalences. A common characteristic of the magnitude equivalences is that they ignore the mounting impedance problem. This characteristic is unfortunate in an absolute sense, but it is not a limitation once a specific test has been described. It causes no restriction when comparing two different tests on one specimen, both of which involve mounting fixtures of great stiffness or of equal mechanical impedance.

Some caution is advised in the application of the magnitude equivalences. First, using the PSD-vs-frequency plot only to describe a random environment does not give any information about the distribution of acceleration peaks. Thus a non-Gaussian process would be poorly represented on an equal rms response basis if the envelope of peak amplitudes were not considered. Second, it was noted by Warren [88] that, although the response of a system to a sinusoidal signal is proportional to $Q$ (Eq. (4-6)) and the response to a random signal is proportional to $Q^n$ (Eq. (4-5)), actual flight records show that response varies as $Q^n$, where $0.7 < n < 0.8$. Third, no history of vibration effects was included, i.e., cumulative damage, which would be of significance if long test periods were anticipated. Fourth, unless there is a very detailed knowledge of the specimen's response characteristics, it is probable inadvisable to attempt to use a sinusoidal single-frequency signal to duplicate an overall performance degradation due to a wideband excitation. We need to know how specimen performance relates to each response and how these individual performance degradations combine. Fifth, the magnitude equivalences tend to ignore specimen damping characteristics. Thus when a specimen is heavily damped significant errors are possible.

Foster [85] plotted signal degradation vs input acceleration level for various types of input spectra. Although his results provided a nonlinear relationship between performance and input excitation level, curves of this nature could be obtained experimentally and used for performance comparisons between different types of tests.

CHAPTER 5
INTERACTION EQUIVALENCES

5.1 Preliminary Considerations

The interaction equivalences represent a most important area of vibration equivalence, an area which must be considered regardless of the type of damage-based equivalence technique which may be selected and applied to any specific situation. The interaction equivalences may be described more accurately as techniques which are used to improve test realism rather than true equivalences.

The interaction equivalences were divided into two areas for discussion purposes, although neither area is separable from the other. The two areas include the consideration of complex-motion and mechanical-impedance concepts.

Complex-motion equivalence means that proper allowance and recognition is given the entire situation within which a specimen has been operated or will be expected to operate under field and laboratory conditions. Complex-motion equivalences become of increasing importance as the size and complexity of a specimen, its mounting situation, excitation force spectra, and force location patterns become more complex.

As an example of moderately complex specimens, consider a shelf of electronic equipment which may be mounted in any one of several aircraft. Each carrier aircraft is powered by different engines located at somewhat different locations on an airframe of a different structural design. In addition, each aircraft would be expected to vary in airspeed, maneuverability, and general usage, resulting in a variance in the aerodynamically induced force systems which act on each airframe. The shelf of electronic equipment, which is attached, for example, to each airframe by four common attachment points, will receive a very different vibration experience in each aircraft. This vibration experience will differ in that each attachment point on any one aircraft will be excited differently in phase and amplitude from the other attachment points. Further, the nature of attachment-point motion is a function of the interaction of dynamic properties of the local airframe structure and the shelf. The final motion of the shelf of electronic equipment will result from an excitation level and frequency-dependent force balance at the attachment points. This relative relationship of attachment-point motions will be different for each aircraft because the shelf and various airframes will not interact in an identical manner.

A true equivalence technique would be one which could be used to compare directly the vibratory experience of our example shelf of electronic equipment between aircraft. Further, this true equivalence technique could be used to design a laboratory simulation of the flight environment with such accuracy as to
reproduce the complex motion expected in each flight situation. This idealistic goal may be approached for a very simple specimen and environment, such as for a capacitor mounted to the frame of a constant-speed stationary motor. There is serious question, however, whether it is either technically feasible or economically desirable to achieve an absolute equivalence for the more complex specimen and the more complex mounting situations.

The failure of many vibration testing practices and specifications to accommodate the interaction of the tested specimen with the supporting structure, as may be experienced in actual service, can lead to the generation of test results of little value.

One particular weakness of current vibration test practices is the usual requirement that a very stiff test fixture be used to support the tested specimen. As noted by On [89] and Pulgrano [90], the use of a very stiff test fixture can cause great changes in the dynamic response of a specimen. When the specimen is secured to a stiff fixture, the fixture itself will tend to stiffen the specimen and change its vibratory response characteristics, and the stiff fixture is not significantly affected by the dynamic characteristics of a specimen which is mounted on it.

When the specimen is very stiff and its weight is small relative to its supporting structure, the presence or absence of the specimen may not have a significant effect on the vibratory response characteristics of the supporting structure. In these few cases present test practices are probably satisfactory [91].

The test vibration input is usually specified by an envelope of peak sinusoidal acceleration plotted against frequency, or by a PSD-vs-frequency plot for random vibration. The specified test envelope may encompass many sets of data taken by monitoring accelerometers placed at the specimen mounting points during actual service. In this case the test vibration input envelope represents motion resulting from interaction of the specimen and its supporting structure when they are acted upon by a system of dynamic forces. The test specification usually causes the specimen to be mounted to a very stiff fixture which results in a different interaction between the supporting structure and the specimen. Applying sufficient power so that an accelerometer mounted on the fixture will indicate the required test excitation may result in more energy forced into the specimen at its response frequencies than it would experience in service. This approach often leads to overdesign and unnecessary expense in modifying equipment that fails the overly severe test.

The objective of mechanical-impedance equivalence is to duplicate the dynamic structural behavior of a tested specimen when its supporting structure is replaced by a test fixture. The purpose of equivalence is to cause equal damage (wearout or performance malfunction) between normal field use and laboratory dynamic environments. Unfortunately the damage processes are poorly understood. As a result the structural dynamic characteristics of a specimen's mounting structure must be very accurately reproduced in the test laboratory to assure equal damage.

INTERACTION EQUIVALENCES

Several techniques have been suggested to improve vibration testing practices by accounting for the interaction between a specimen and its supporting structure. The techniques covered in this chapter include the mechanical-impedance methods of response limiting, input power control, input force control, and vibroacoustic testing.

The primary objective of this chapter is to discuss variables associated with mechanical-impedance equivalence and to review the work of engineers who have attempted to find suitable mechanical-impedance-equivalence testing techniques. No specific method is outstanding or generally accepted. Each should be understood so that the best method may be selected and applied for specific requirements.

5.2 Impedance Equivalences

Several methods have been proposed to reduce discrepancies in the laboratory simulation of field vibration. They involve the alteration of conventional laboratory testing practices to achieve results which more closely duplicate actual service. Approaches covered in this section include response control, input power control, input force control, and vibroacoustic testing.

Prior to a discussion of various approaches to mechanical-impedance equivalence, it may be necessary to review the basic terminology and concepts of mechanical impedance. A review of terminology and concepts adequate for use of this monograph is given in the next section.

Fundamental Concepts

As pointed out by Salter [92], the consideration of motion without the consideration of the originating force may not adequately describe the input or response of a specimen to a vibratory excitation. To do so would be like attempting to understand the performance of an electrical circuit by looking only at voltage and ignoring impedance and current flow.

Mechanical impedance is defined as the ratio of the driving force acting on a specimen to the resulting specimen velocity. If the velocity is measured at the same point where the force is applied, the ratio is called the driving-point impedance:

\[ Z_i = \frac{F_i}{\dot{y}_i} \]  \hspace{1cm} (5.1)

where

- \( Z_i \) = mechanical driving-point impedance
- \( F_i \) = the applied force
- \( \dot{y}_i \) = the velocity at the point of force application.

The terms in Eq. (5.1) are complex numbers.
Mechanical-impedance measurements may be obtained by computing the ratio of the force at a point \( i \) to the velocity at some other point \( j \) on the specimen,

\[
Z_{ij} = \frac{F_i}{\ddot{Y}_j},
\]

(5-2)

where \( Z_{ij} \) is called the mechanical transfer impedance.

It is frequently more convenient, especially when deriving an electrical circuit analog of a mechanical system, to work with the inverse of mechanical impedance. The inverse is called mobility and may be either a driving-point mobility or transfer mobility,

\[
\ddot{M}_i = \frac{\ddot{Y}_i}{F_i},
\]

(5-3)

where \( \ddot{M}_i \) is the mechanical driving-point mobility. Although mechanical impedance and mobility are defined on a velocity basis, the impedance concept is sometimes extended to include acceleration and displacement responses.

When the ratio of driving force to displacement is used, the result is

\[
\ddot{D}_i = \frac{F_i}{Y_i},
\]

(5-4)

where \( \ddot{D}_i \) is the dynamic modulus at point \( i \), and \( Y_i \) is the displacement. The reciprocal of the dynamic modulus is called the receptance \( R_i \). The ratio of the driving force to the acceleration is sometimes called the apparent weight,

\[
\ddot{W}_i = \frac{F_i}{\ddot{Y}_i},
\]

(5-5)

where \( \ddot{W}_i \) is the apparent weight and \( \ddot{Y}_i \) is the acceleration of the specimen taken at location \( i \).

Idealized mechanical system elements with lumped constants may be assembled to form physical systems. These basic elements include the mass, spring, and damper, as shown in Table 5-1. They may be used as building blocks just as resistors, capacitors, and inductors are used in electrical circuits. Consider the simple mechanical system shown in Fig. 5-1a. Its corresponding mobility diagram is shown in Fig. 5-1b. The three elements of the mobility diagram are in parallel, so we have

\[
Z_i = Z \text{ (spring)} + Z \text{ (damper)} + Z \text{ (mass)}
= c + j\left(\omega M - \frac{K}{\omega}\right),
\]

(5-6)
Mechanical impedance is a frequency-dependent complex number. It is expressed as the sum of real and imaginary components or as a magnitude $|Z|$ and an angle $\theta$:

$$Z = \text{Re}(Z) + i \text{Im}(Z) = |Z| \exp(i\theta),$$

(5-8)

where

$$|Z| = \left( \left[ \text{Re}(Z) \right]^2 + \left[ \text{Im}(Z) \right]^2 \right)^{0.5}$$

(5-9)

and

$$\theta = \tan^{-1} \frac{\text{Im}(Z)}{\text{Re}(Z)}.$$  

(5-10)

It is sometimes convenient to plot impedance magnitude vs frequency and phase angle vs frequency. Such a plot illustrates that the impedance of a damper is a constant at all frequencies, the impedance of a mass has a slope of +1 and crosses the $f = 1$ line at $Z = 2\pi M$, and the impedance of a spring has a slope of -1 and crosses the $f = 1$ line at $Z = K/2\pi$.

An impedance plot for the simple example of Fig. 5-1 is shown as Fig. 5-2. The impedances of the ideal mechanical elements are simple straight lines because they are either real or imaginary. By inspection of Fig. 5-2 we see at low frequencies that the system impedance approaches spring impedance and the system is called stiffness controlled; at high frequencies the system impedance approaches mass impedance and the system is called mass controlled.

![Fig. 5-2. A mechanical impedance plot.](image)

![Fig. 5-3. A typical point-impedance plot.](image)

Mechanical-impedance measurements may be taken on actual specimens by several methods. In the most common a variable-frequency force generator is used to excite a specimen, and corresponding velocity measurements are taken at the point of force application (for driving-point impedances) or at a remote position (transfer-point impedance). Because most real specimens are not as simple as our three-element example, typical mechanical-impedance plots are usually more complex, as illustrated by Fig. 5-3. In Fig. 5-3 points a, c, and e represent significant resonances, and points b, d, and f are "antiresonance" points.

An antiresonance frequency is a frequency at which the impedance magnitude reaches a maximum value. The antiresonant situation is easily visualized by considering a simple series spring-mass system. The maximum mechanical-impedance frequency or antiresonant frequency of the simple spring-mass system is the frequency where the spring-mass system acts as a classical dynamic vibration absorber [74].

For a more detailed review of the fundamentals of mechanical impedance the reader may consult [49,92,93].

An Example

Before discussing laboratory techniques which have been used to achieve impedance equivalence, we shall consider an example of how current testing practices can cause a lack of similarity between laboratory and field failures. The lack of test equivalence which can occur was clearly pointed out by Blake [94], Salter [95], Vigens [96], and others such as Pulgran [90], Silver [97], and Painter [98]. Each of these authors concluded that specimens in general are severely overtested at the frequencies most damaging to them by the practice of enveloping field data and forcing that envelope to appear at specimen mounting points.
Figure 5-4a shows a piece of equipment mounted to a supporting structure which is excited by a sinusoidal force. A two-degree-of-freedom model of the system is given in Fig. 4-5b where the equipment mass is coupled by a parallel spring and damper to the mass of the supporting structure. For some set of system parameter values the response of the system to a sinusoidal sweep excitation may be as shown in Fig. 5-5. Assume that someone has measured the support response \( \gamma_s \) of many similar mechanical systems which have different values of mass, stiffness, and damping. The result of these measurements, when plotted against frequency, might appear as in Fig. 5-6. An envelope curve, as shown, could be found which encloses say 95% of the data points. This envelope curve, in turn, is applied as a vibration specification on fixture motion for the equipment.

![Diagram of equipment and supporting structure](image)

**Fig. 5-4.** An example system.

![Diagram of mechanical model](image)

**Fig. 5-4a.** The system.

**Fig. 5-4b.** Mechanical model.

![Diagram of response spectrum](image)

**Fig. 5-5.** Response of the example system (Fig. 5-4) to a sinusoidal sweep.

**Fig. 5-6.** A plot of example field data.

The result of testing the equipment portion of the system to the envelope curve is shown in Fig. 5-7. In this simplified example it can be seen that the response of the equipment \( \gamma_e \) to the specified laboratory test as defined by the envelope of Fig. 5-6 is very different from the original situation where the equipment response was allowed to be modified by the structure. Point \( a \) of Fig. 5-7 is an antiresonant frequency of the supporting structure (note that positive peaks in Fig. 5-3 were called antiresonant peaks when plotting impedance against frequency) which resulted from the interaction of the equipment and the
structure. The imposed test envelope disallows the occurrence of the structural antiresonance, thereby causing more energy to be forced into the equipment at its resonance frequency than the energy which would be available in actual service.

Response Control

Response control techniques improve the simulation of mounting impedance by controlling the laboratory test using specimen responses rather than specimen input excitations.

A simple technique described by Curtis and Herrera [99] consists of "notching" the input spectrum. To "notch" the input spectrum means to reduce the test input acceleration levels in selected frequency bands. The notched frequency bands are those where specimen responses might exceed the levels which would be reasonably expected if the specimen were mounted to its normal supporting structure. The notched bands correspond to antiresonances and reflect the inability of the in-service supporting structure to drive the specimen. This approach has an inherent problem in that the environmental engineer must find the location of the critical specimen responses and select correspondingly appropriate response levels.

Another response control technique was suggested by Vet [100]. It involves the use of a suitable envelope of the ratio of test item response to test input vibration level. In his study Vet constructed a multi-degree-of-freedom analog computer model using frequencies, damping, weights, and stiffnesses comparable to the values expected in the case of an item of electronic equipment attached to a missile or aircraft structure. He was unable to find any combination of parameters which yielded resonant amplifications exceeding 1.5:1. The ratio of 1.5:1 was also suggested by Salter [101] to describe a suitable response envelope.

The latter approach suggests that a vibration test may be determined which recognizes mechanical impedance by limiting the input excitation amplitude (i.e., test fixture responses) so that critical specimen responses will not exceed some "amplification factor" times the originally specified input test amplitude. That is,

\[ V_{\text{input}} = [AF] V_{\text{spec}} \]  \hspace{1cm} (5-11)

where

- \( V_{\text{input}} \) = the actual test level input to the specimen as a function of frequency
- \( AF \) = an analytically or experimentally determined amplification factor, which may be frequency dependent
- \( V_{\text{spec}} \) = the specification input test level as a function of frequency.

An illustration of the effect of vibration test response limiting is provided by considering the example system described in the previous section. Figure 5-7 may be replotted under the condition that the input acceleration will be controlled to yield equipment responses not to exceed 1.5 times the specification input acceleration level. The resultant plot is given as Fig. 5-8.

![Equipment Response vs Input Test Envelope](image)

Fig. 5-8. The effect of response-limit testing of the example system (compare with Fig. 5-7).

In addition to the problem of specimen response level and location selection, test repeatability may suffer because minor assembly, structural, or design differences may change the specimen's dynamic characteristics at the immediate mounting of the response-monitoring accelerometer. The drawbacks to response limiting greatly limit its usefulness as a general purpose test procedure.

A change of emphasis is needed in those cases where response limiting techniques are applicable. Field test data should be taken to define equipment responses, rather than trying to determine an envelope of suitable input test levels.

Input Power Control

Input-power-control mechanical-impedance equivalence techniques involve the control of input power to the vibration exciter. This approach may be used directly or in combination with the response-limiting techniques described in the previous section. It is based on the idea that an actual service vibration source has a limited amount of energy available with which to excite a mechanical system.

A mechanical system usually consists of a number of levels, or orders, of structure. A level, or order, of a mechanical system is that portion of a system which can be identified as a single region in an overall model of the system. For example, aerodynamic turbulence excites the skin of a missile (first level), which drives the internal structure of the missile (second level), which carries an equipment mounting bracket (third level), to which is attached the case of an instrument (fourth level), which supports a module chassis (fifth level), and the module chassis is the mounting for a small component part (sixth level).
Available excitation energy originates primarily from external stimuli and not from dynamic properties of the mechanical system. The addition or removal of relatively small equipment or components on secondary or higher order system elements will not affect the availability of energy. Due to the limited amount of excitation energy available, the response of any level of structure is a function of the response of both higher and lower orders of structure. That is, when one order of structure exhibits an antiresonance, the next lower order will experience small responses. When the higher order structure exhibits a resonance, the lower level will not be as constrained and will experience larger responses. The same effect is attempted in the laboratory by the technique of input power control.

Input power control is achieved experimentally by mounting a “dead mass” on the laboratory vibration test fixture and plotting the exciter input power as a function of frequency when the fixture is driven to some specified acceleration level. A dead mass has the same weight (mass) as the test specimen; however, it does not have significant resonant or antiresonant responses in the range of test frequencies. The final test consists of vibrating the test specimen using the experimentally derived power-vs-frequency curve to control the excitation source.

Figure 5-9a shows the exciter armature power required to cause the vibration test fixture, when loaded by a dead mass, to respond to a specification input acceleration level. Figure 5-9b shows how the exciter input power requirements increase at specimen resonance if the vibration test fixture, when carrying the specimen instead of the dead mass, is forced to respond to the same specification input acceleration level. Figure 5-9c shows the response of the same hypothetical specimen when the input power is controlled. Note that the vibration-fixure acceleration level drops realistically at the specimen resonance, and the equipment response is also lower at resonance.

One problem with input power control testing is that the specimen will be overtested at frequencies where it exhibits a low mechanical impedance. This tendency can be partially eliminated by controlling input acceleration levels at the fixture in addition to controlling input power to the exciter. The input acceleration level at the fixture would be limited to the specification level at those frequencies where there is a tendency to overtest. The effect of dual control is illustrated by Fig. 5-10.

Input Force Control

The technique of achieving a mechanical-impedance equivalence by input force control is similar to the input power control method except that force is substituted for power. If the force transmitted by the specimen's field-supporting structure were known and if the force transmitted to the specimen by the laboratory excitation source could be measured, it would be a simple matter to control the excitation source to provide a laboratory test where the dynamic loads closely approximated those applied in the field environment.

The techniques of force control testing have been investigated by Painter [98], Otts [102], Salter [101], Murfin [104], Belsham and Harris [105], and Ballard et al. [106], among others.

Fig. 5-9. An example of input power limiting.
satisfactory when the tested specimen and supporting structure have defined and relatively invariant dynamic properties. The measured force envelope is a function of the combined dynamic properties of the supporting structure and the equipment [105]. When dynamic properties change, as when an item of equipment is used in several different vehicles, the measured force envelope will also change.

Otts [102] considered the use of an effective foundation mass located between the test specimen and the excitation force. The advantages of this approach are that the specimen's response will influence the response of the foundation, and the response of the system is not affected by the armature characteristics of the vibration exciter. A simple system representation is shown in Fig. 5-11. For his work on a Scout rocket, Ott used an intermediate structure to simulate the mass, spring rate, and damping characteristics of the actual specimen-supporting structure. Test data revealed that at low frequencies, below 120 Hz, the test was accurate, with nonrepresentative responses occurring at foundation antiresonances and frequencies above 200 Hz. The result of this work illustrates that specimen responses are influenced by foundation dynamic characteristics which in turn must be accurately reproduced to assure a valid test.

Another approach would be to duplicate the specimen mounting structure dynamics in the laboratory, using a multimodal fixture such as reported by Scharton [107]; however, the development of these structures can be costly and time consuming.

Another approach using mechanical-impedance theory and the usual field acceleration data to compute the test input force envelope was suggested by Murfin [104]. This approach involves three steps:

1. Experimentally determine the specimen's apparent weight by performing a sinusoidal sweep test in the laboratory and measuring the applied force and the specimen mounting-point acceleration history.

2. Use an envelope of field input acceleration data to compute the test force:

\[ F_i = \tilde{W}_i \tilde{y}_i \quad (5-12) \]

where \( \tilde{W}_i \) was determined in Step 1, and \( \tilde{y}_i \) is the field input vibration envelope.

3. Perform the final test using the computed force of Step 2 as a specimen input, and limit the specimen input acceleration to the field acceleration data envelope.

Murfin's approach negates the need for a foundation mass in the test; however, the effects of field foundation mass will influence the field vibration data used in Steps 2 and 3.

Input force control techniques also suffer from drawbacks similar to other mechanical-impedance techniques. One inherent assumption implicit in measuring or controlling force or acceleration is that the measured (controlled) quantity is taken at a single, well-defined point. Unfortunately, most specimens have two or more mounting points which, if a very accurate test were required, would need to be controlled individually yet produce proper magnitude and phase relationships.

Vibroacoustic Testing

A recent testing technique employs large acoustic chambers to simulate acoustic excitation levels on structures or portions of a structure. Vibroacoustic testing is a test method used to achieve realism rather than an interaction equivalence. However, the objective of vibroacoustic testing is to provide a method of structural excitation as complex as that which would be experienced in service. Acoustic excitation of a complete vehicle such as a space craft can yield an accurate duplication of mechanical impedances at individual equipment locations. A listing of current references on the subject of acoustic testing is provided in Table 5-2. The term vibroacoustic was used to introduce this paragraph because in various instances the acoustically tested structure is simultaneously excited by one or more directly coupled sources in addition to the acoustic noise.

In some cases the use of acoustic facilities was suggested for the purpose of exciting structures which are normally excited by mechanical means. Scharton [108] cautions that the inefficiency of acoustic excitation relative to mechanical excitation warrants serious consideration.
Table 5-2. Acoustic Testing References

<table>
<thead>
<tr>
<th>Author</th>
<th>Reference</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcas</td>
<td>109</td>
<td>1969</td>
</tr>
<tr>
<td>Kaplan</td>
<td>110, 111</td>
<td>1969</td>
</tr>
<tr>
<td>Elsen</td>
<td>112</td>
<td>1968</td>
</tr>
<tr>
<td>Maurer</td>
<td>113</td>
<td>1968</td>
</tr>
<tr>
<td>Pepperly</td>
<td>114</td>
<td>1968</td>
</tr>
<tr>
<td>Scharf and Yang</td>
<td>115</td>
<td>1968</td>
</tr>
<tr>
<td>Wren, et al.</td>
<td>116</td>
<td>1968</td>
</tr>
<tr>
<td>West, et al.</td>
<td>117</td>
<td>1968</td>
</tr>
<tr>
<td>Bost</td>
<td>118</td>
<td>1967</td>
</tr>
<tr>
<td>Lyon</td>
<td>119</td>
<td>1967</td>
</tr>
<tr>
<td>Mueller and Edge</td>
<td>120</td>
<td>1965</td>
</tr>
<tr>
<td>Putukian</td>
<td>121</td>
<td>1965</td>
</tr>
<tr>
<td>Eldred</td>
<td>122</td>
<td>1964</td>
</tr>
<tr>
<td>Noiseux</td>
<td>123</td>
<td>1964</td>
</tr>
<tr>
<td>McGowan and Frasca</td>
<td>124</td>
<td>1963</td>
</tr>
<tr>
<td>Mahaffey and Smith</td>
<td>125</td>
<td>1960</td>
</tr>
</tbody>
</table>

CHAPTER 6
VIBRATION TESTING APPLICATION

6.1 Preliminary Considerations

It is not difficult to define a general criteria for a good test, but it is difficult to implement such a test. A good test will create a failure in those equipment items which fail in service, with failures in both cases being similar. Conversely, a good test will not produce a failure of those equipments which survive in service. Based on these criteria, a good laboratory test must meet several requirements. The task of establishing a test for one equipment used in one application varies significantly from the task of creating a general purpose test specification. Plunkett [126] suggested that environmental test specifications should be tailored to specific applications because a standardized specification procurement cannot fulfill all requirements resulting from the variety of eventualities which arise. Silver [97] noted that the currently used general purpose environmental specifications are rarely representative of actual service conditions because arbitrary levels are utilized to achieve reproducibility and standardization.

From a specification writer's viewpoint there are several important considerations which must be accommodated by a general purpose specification: (a) it is necessary to specify vibration requirements in a common form which will allow comparison among similar designs, (b) it is necessary to have a simple and clearly worded criteria by which it is possible to define product quality requirements contractually, (c) product design criteria often must be defined before a service environment can be defined, (d) the product which successfully meets specified criteria must perform under several service conditions when attached to various structures, and (e) it is necessary to define specification compliance in terms such that inspectors can determine whether or not a product meets the specified conditions.

Harvey [127] pointed out that because of the nature of current general purpose specifications, in many instances hardware is not designed to meet its service environment but rather to pass a conservative test established to simulate the environment. Unnecessary conservatism in establishing test margins can result in product redesign and increased test costs which are out of proportion to the value of the test. Othmer [128] observed that not all failures resulting from a general test specification are significant. Redesign is not warranted until applicability of the specification is reviewed, test techniques are investigated, and the specimen is analyzed. Many variables must be considered in the establishment of valid test criteria. It is not a purpose of this monograph to discredit general purpose specifications. They are necessary, but they have weaknesses which should be
discussed. Because of these weaknesses, the general purpose vibration specifications should be reviewed to assure that test levels are not established which will lead to unnecessary cost or design change.

The technical and procedural aspects of vibration test selection and the performance of vibration tests have been carefully documented in another monograph of this series by Curtis, Tinling, and Abstein [53]. Duplication of the material they have presented will be avoided here to the largest extent possible; however, it will be necessary to discuss the interrelationships of vibration equivalences and test selection.

6.2 Retention of Realism

Vibration testing, a term which is used regularly in this monograph, should not be interpreted to imply that the vibration equivalences are of concern almost entirely in the laboratory. A major need and use of vibration equivalence techniques is for the translation of a field environment into design and test requirements.

The selection of a proper vibration equivalence is situation dependent, and many variables must be considered. Not only are technical aspects to be satisfied, but also the program or project phase must be considered, and likewise the objective or reason for forming an equivalence.

There are many correct approaches to defining an environmental situation which involves vibratory excitation. The nature of the information available and objectives of the involved environmental engineer usually lead to the selection of the best approach for each situation. For example, the environmental engineer who has overall responsibility for a product will be concerned with the control of design and development activities such that the product will meet certain performance goals. He should have access to relevant service history information. In addition, he must define the desired service requirements. His goal is one of defining a set of design and test specifications which will, when followed by individual product design groups, lead to the development of a product (system) which will meet the desired performance requirements.

A product design engineer may be responsible for using a given set of design and test specifications and designing a product which will meet those specifications. His view of the overall project may not be comprehensive; however, he is intimately familiar with the performance characteristics of his type of product. In some instances he may observe that minor modifications of the environmental test specifications could lead to significant savings in time and cost relative to the design of his product, and would not necessarily compromise the intent of the specification. In those cases it is important that he be able to communicate the changes and concepts to the originator of the specified requirements so that, where possible, the savings may be implemented.

The product design engineer may be faced with another problem, that of attempting to determine whether an existing product will perform in a satisfactory manner when exposed to a new set of vibratory conditions. It is important in this instance that he understands the potential failure mechanisms of his product so that an appropriate set of equivalence techniques may be selected and applied to simulate the changed environmental condition.

A test engineer may have access only to the product and a set of specifications, and may be faced with the task of designing a test fixture and then testing to meet the technical requirements as delineated in the specifications. If the test engineer is neither the system environmental engineer nor the product design engineer, then he has little choice other than to follow the exact word of the test specifications. Such a situation places a large burden on the specifications and does not allow the test engineer the freedom he may need to adjust the specified test requirements to match the capabilities of his test equipment. In addition, the critical details associated with test realism, i.e. mounting and fixture design, may be implemented without an appreciation of the actual service conditions. As a result of these factors it is important that the system and design engineers, as applicable, maintain continuous contact with the progress of each product through all test phases.

6.3 Equivalence Technique Selection

A diagram was prepared to illustrate the interrelationships among the many events involved in vibration simulation and testing. This diagram, Fig. 6-1, will be used as a basis for the following discussion of equivalence technique selection and application. The discussion will be maintained in general terms for the purpose of preserving applicability to a wide range of products and environmental situations. Hopefully, the discussion will be sufficiently specific to guide the reader to the solution of individual problems which involve the application of equivalence technology.

Each use of vibration equivalences is based on common theory, yet in each case the objective for forming an equivalence is quite different.

Definition of the Service Environment

In many instances an accurate definition of a service environment is difficult, primarily because there exist sources of excitation which cannot be either foreseen or controlled by the environmental engineer. These excitation sources, depending upon the specimen under consideration, may include a combination of sources, such as handling, transportation, acoustic excitation, gunfire, aerodynamic buffeting, rotating machinery, propulsion unit motion, or dynamic imbalance. Regardless of the source of excitation it is necessary to characterize the service environment in some manner to allow a rational evaluation of the environment and the probable reaction of specimens exposed to that environment.

The usual measured service data available are motion data; perhaps the motions of some element of the excitation source, or the motions of some element
An affirmative answer to the first question would mean that the specimen is of sufficient rigidity that it will respond as a unit to any combination of excitations, varying in amplitude and phase, at the attachment points of the specimen to the supporting structure. Such a situation may be approximated by a very rigid specimen mounted on a very flexible structure.

The second question could be expanded to inquire: When the same specimen is mounted in both vehicles, will each vehicular structure respond in an identical manner at the location of the specimen? Again, the point of the question involves the interaction of the structure of the specimen with the structure of the vehicle.

The final question is merely an inquiry as to whether the measured service data taken from vehicle A are an adequate representation of the vehicle A service history, and whether the assumed (or projected) model of the anticipated vehicle B service is accurate. If, as usual, some doubt exists, the environmental engineer should weigh the probability of service failure due to excitatory excitation against the value of service success. Such a process of evaluation may be only poorly quantified; however, this is the process used to establish design and test margins based on judgment, and is a very important facet of vibration simulation and test design.

When defining the service environment it is important to use measured specimen response motion data as an indicator of service history. These motion data are valuable only if the sources of excitation and the mechanical impedance between the specimen and the excitation sources are defined. Further, the reliability of such information requires investigation so that a simulation of each facet of service environment may be duplicated in time and excitation (response) level.

As an aid to visualization, Fig. 6-2 was prepared to illustrate an example of our hypothetical specimen, which was used in an existing vehicle A and will be used in a new vehicle B. In both cases the vehicles will be excited by traversing certain common terrain, source 1, for which recorded data exist for vehicle A. Also, the effects of another source of excitation common to both vehicles, gunfire, is designated as source 2. It is expected that vehicle B will traverse a more rugged terrain, source 3, and it is necessary to estimate the response of the specimen under these circumstances.

The specimen response spectra, 1-A through 3-B, define the resultant motions of the specimen under each circumstance. In two instances, excitation by source 1 and source 2, the prime variable, other than perhaps differences in the duration of excitation, is the difference in structural design between vehicle A and vehicle B. In this case the interaction equivalence techniques of Chapter 5 are applied. The reaction of the specimen to source 3 when mounted into vehicle B, designated as response spectra 3-B, is a projected service environment based on knowledge of the specimen's response on vehicle A and the expected characteristics of vehicle B.

In this manner the service environment, past and projected, is defined. The primary contribution of the vibration equivalences is that they discipline us to
define the service environment in terms of the interaction of the specimen with the immediate environment, as well as to define specimen motion in terms of level, frequency, and the duration of exposure at each level.

**Representative Service Environments**

With the service environments defined, it is possible to combine these environments to form a representative service environment. This representative service environment would be used as a basis for product design computations and the definition of laboratory tests intended to simulate the service environment.

The service environment may be defined as either representative source excitations or as representative response spectra. In either case the interaction relationships between the forcing elements and the responding elements are of interest equal to the motion information. The objective of creating a representative service environment is to establish a situation where a specimen will be allowed to react in a manner which will duplicate the important characteristics of specimen reaction under service-induced excitation.

In most instances the excitation source for a specimen is the response of the structure supporting the specimen when that structure is subjected to environmental stimuli. The supporting structure will usually amplify the excitation energy at certain frequencies and attenuate the excitation energy at other frequencies. In addition, for a given specimen and supporting structure configuration, the duration of exposure at different excitation levels at each response frequency will provide an additional variable.

Thus it may be seen that the reduction of several service environments to one or a few representative environments will require the creation of new excitation (response) spectra, scaled in level at selected frequencies, and described by the duration of exposure at each frequency.

**Interpretation of Acceptability Requirements**

Acceptability requirements are those standards applied to a given specimen in terms of acceptable specimen performance under a given set of service conditions. Acceptability requirements appear in equipment specifications frequently as specimen operational performance standards during or following the imposition of a vibration test which was designed to represent the service environment. Acceptability requirements (recall Fig. 6-1) are defined by the general performance requirements of the system of which the specimen is an element. These general performance criteria are restated in terms of the specific functions performed by the specimen, and appear in the specimen's test specification.

After the acceptability requirements have been established, the vibration-equivalence techniques are used to interpret these requirements in terms of specimen design criteria. This interpretation involves a reduction procedure which has as a goal the creation of a composite equivalence profile for the specimen. Once a reasonable composite equivalence profile has been formed, it is possible to estimate the effects of various design concepts and variances in the projected service requirements or testing requirements.

An early step in the formulation of a composite equivalence profile is to identify the various critical processes which may lead to a failure of the specimen to meet the acceptability requirements. Once these critical processes are identified and categorized as level sensitive, limited life, or interaction sensitive, they may be individually modeled by the techniques described in Chapters 3, 4, and 5. The resultant equivalence profile may become quite complex because different failure processes may predominate at different frequencies, and the predominant type of failure process at any one given frequency may change with excitation level. Although the potential for significant complexity may appear to be a deterrent to the formulation of a composite equivalence profile, this complexity is often unwarranted. For example, it is often discovered for a given specimen that only one or two failure processes are the limiting processes which must be modeled. Alternatively, it may be discovered that the service vibration spectra are simple and very similar at the response frequencies of the specimen. Also, a lightweight, rigid specimen may be involved which is not greatly influenced by the design of the exciting mounting structures to which it is mounted. Any of these situations will greatly reduce the complexity of the composite equivalence profile.

**Application of the Composite Equivalence Profile**

The results of creating a composite equivalence profile are of importance in equipment design because the most probable failure modes have been defined.
and the designer will know where to concentrate his efforts. Further, the equivalence techniques may be used to compare the effects of various service conditions by a comparison of the estimated specimens response to those conditions.

The composite equivalence profile is applied in testing as the basis for test-time and test-type scaling, in the prediction of specimen performance under different test conditions, and as a diagnostic aid in the event of a specimen failure.

A final and important use of the vibration equivalence techniques is in the area of quality control, where simple yet meaningful specimen performance tests may be designed and run to gain prior assurance that the specimen will perform properly under service conditions.

6.4 Equivalences and Testing

Test Accuracy

There are several recognized problems which influence the degree to which a test is an adequate representation of an actual or projected service vibration environment.

A primary area of concern is caused by the tendency of many engineers to place a great deal of importance on data gathered from the test of a single specimen. The data from a single engineering prototype or a first production item, for example, are taken to represent the ability of all like items to pass certain vibration test requirements. As observed by Small [129], a main purpose of laboratory vibration testing is to ensure adequate hardware reliability relative to structural integrity and acceptable functional performance. The problem here is that the testing of one specimen does not necessarily constitute an adequate sample size to assure reliable service performance of like specimens. Figure 6-3 shows a simplified relationship between sample size, reliability, and confidence level. For example, 30 samples of a specimen must pass a given test without failure to achieve a 60% confidence that the tested specimen will have a reliability of 0.97 under the tested conditions.

It is desirable to have a large number of test specimens so that incremental stress level data can be gathered to describe a distribution of strength for the tested item. Once this distribution and a distribution of vibration levels are available, one can predict with a high degree of confidence the percentage of failures expected in service. Large sample sizes are practical and commonly used for small low-cost component parts, but prohibitive costs are involved when attempting to apply lot-sampling techniques to high-cost and low-production-volume products. The result is a forced compromise because test data are necessary to show design adequacy even if that data are indicative rather than an accurate representation of product reliability.

Problems with service predictions arise because service data seldom exist at every desired location and for every type of service history. Those vibration tests where data are available were probably conducted on a limited number of test items, frequently on a success/failure basis, and yield very little information about distributions of strength. Some significant vibration histories are not stationary processes and usual data reduction techniques are not adequate to describe these processes. Also, test items are not usually subjected to three axes of motion simultaneously, which occurs in service.

The practice of enveloping sets of predicted or measured structural response data and using these envelope spectra as test excitation spectra is conservative. This technique will eliminate [98,101,130] response valleys which may represent an interaction of the tested item with the mounting structure. Such an approach ignores the fact that at certain frequencies the test item will tend to act as a classical vibration absorber. At these frequencies, the test machine must provide unrealistically high excitation forces to maintain the envelope vibration levels.

One approach used to account for uncertainties and data scatter is to apply a test level factor, or test margin, which is intended to lead to a calculated amount of overtesting. While the selection of this factor is largely a matter of experience and engineering judgment, the factors used for time-scale changes should be based on cumulative-damage equivalence theory to avoid severe overtesting.

In addition to the above noted sources of potential inaccuracy in vibration testing, several other errors may be introduced, such as minor assembly and design variances of the specimen, accelerometer positioning, and erroneous test execution and data reduction procedures. Many of these areas of potential inaccuracy appear to be ignored to varying degrees by current testing practices. The simplifying assumptions which have been used to form the vibration equivalence techniques are also sources of potential inaccuracy. However, the known
inaccuracies introduced by the careful application of the vibration-equivalence techniques should lead to less variability in test results than the unknown inaccuracies now accepted in current testing practice.

Test Applications

A vibration test may be conducted for one or more of these purposes: (a) to obtain necessary information for equipment design, (b) to evaluate the suitability of a final design, (c) to demonstrate the capability and quality of a design, or (d) to assure that initial product quality has been maintained during the production of an approved design. Each requires individual consideration and may be viewed differently by a customer (who originates a test requirement) and a supplier (who must show that his product will meet the test requirement). There are other factors which will influence the vibration test: (a) the level of assembly which is to be tested, from the component through the unit, subassembly, assembly, and overall system; (b) the nature of the acceptability or failure criteria; and (c) the economic factors such as test and specimen cost, schedule, and the cost of a failure-repeat cycle. Each of these factors must be considered in the design of a test to achieve the best balance for each test situation. Most of these factors have been discussed earlier in this monograph or are factors which can be most accurately evaluated by the individual who must design a test.

Regardless of the immediate factors which influence vibration test specifications and procedures, there is a general pattern of events associated with vibration testing. Environmental engineers associated with vibration testing should be aware of the existence of each event even though their immediate needs may appear to encompass only a portion of the whole. The general pattern of events associated with vibration testing is depicted by Fig. 6-4. This figure may be used as a planning aid by considering each event in relationship to a specific project.

A summary of the application of the vibration equivalence techniques to the events of Fig. 6-4 is given as Fig. 6-5. The latter figure discerns between interaction equivalence applications and damage-based equivalence applications. Those processes which are not listed in Fig. 6-5 may also involve an application of equivalence techniques by implication.

Examination of Fig. 6-4, coupled with the information of Fig. 6-5, graphically illustrates the relationship of the vibration equivalence techniques to the entire area of vibration simulation and testing.
CHAPTER 7

CONCLUSIONS

The vibration-equivalence techniques have been shown in relationship to the entire area of vibration simulation and testing. The factors considered included field data, projected service requirements, acceptability criteria, the viewpoint of the supplier and customer, the formulation of a composite equivalence profile, and applications of this profile to problems in vibration testing.

It was shown that current testing practices and test specifications have several known weaknesses, the fundamental ones including the following:

1. High-impedance fixtures are often used in an attempt to obtain test repeatability, but they may lead to grossly conservative results.
2. The same accelerated tests are sometimes used for both life (endurance) and performance demonstration purposes.
3. Time-scale changes used to define an accelerated test are not always based on well-founded procedure.
4. The practice of enveloping field data to provide a test excitation spectrum ignores interaction between equipment and its supporting structure.
5. The use of complicated test procedures when the economics of the situation does not warrant their use.

Equivalence techniques find several uses. Once a test specification has been established, the equivalences provide a means to estimate resulting dynamic design loads in terms of an equivalent stress level. Simpler substitute tests may be derived when the test specification is unnecessarily complex. The effects of test time acceleration may be predicted, and comparisons may be made of the relative fragility of different equipment or design modifications. Under limited circumstances the equivalence techniques also provide a means of predicting equipment performance of structural response to different sets of test requirements.

None of the vibration equivalences have universal applicability. Each must be limited to situations where a single predominant failure mode is most adequately described by the selected equivalence technique. The damaged-based and magnitude equivalences cannot be applied independently but must be used in conjunction with an interaction technique.

The interaction equivalence techniques are as yet only attempts to approximate field conditions, and no general mechanical impedance equivalence has gained acceptance. As a result, current testing practices which employ a simple motion control input to a test specimen are reasonably accurate if the specimen's supporting structure is not influenced by the presence of the specimen. If, however, the apparent weight of the equipment approximates or exceeds that
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of the supporting structure, severe overtesting can result from motion-control test practices. In this situation the design engineer may decide to attempt a mechanical-impedance simulation. In the first case he may be forced into creating an unnecessarily heavy or costly design. In the second case he has the problem of proving that the selected mechanical-impedance equivalence technique is valid.

In addition to the concepts of force control, equivalent foundation weight, and response limiting, Piersol [131] suggested that multiaxial responses need to be considered. That is, laboratory excitations and responses are usually uniaxial, whereas field excitations and responses are multiaxial. The relationships between uniaxial and multiaxial excitations and responses are not understood and need further study.

Mechanical-impedance equivalence techniques are generally impractical because in-service force data are not available or easy to obtain. There have been some attempts to recognize the impedence problem, for example MIL-STD-810B, Method 514, Paragraph 4.0, will allow input acceleration level reductions based on specimen weight. Even though a reliable approach to determining a general purpose mechanical-impedance equivalence has yet to be developed, there is much interest in doing so [132-136].

Current work in fatigue and wearout phenomena is based primarily on cumulative-fatigue theory. The basic mechanism of fatigue damage is unknown. A poor understanding of the mechanics by which fatigue damage actually accumulates has resulted in several theories that approximate observed failure behavior. As pointed out by Mains [67], it will be possible to accommodate other forms of wearout in the generalized equivalence expressions once wearout models can be defined mathematically.

The fatigue-based equivalences were created by assuming that it is possible to describe a representative environment in a form which may be manipulated in the equivalence relationships. Swanson [137] has suggested that proper representation of actual service history is possible only by analysis of a very large sample of load history. He suggested that because load histories consist of different types of loading, each of which has unique characteristics, that equivalence may exist in one type of loading; however, equivalences between loading types are tenuous. Crandall [138] noted that there is no equivalence between first-passage failures for random and sinusoidal histories. A sinusoid has a first passage, that is, a critical stress or deformation level which is exceeded during the first cycle, or never. He noted also that the random processes have a mean time to first-passage failure with a large dispersion about the mean.

The user of this monograph should recognize several important characteristics of the vibration equivalence techniques: (a) Each type of vibration equivalence is not valid in a general sense but must be applied to the specific situation for which it was derived, (b) if a vibration equivalence is to be used, it must be related to the primary damage process or malfunction expected during the test, (c) a complex specimen may require the application of more than one type of equivalence and the limiting characteristic may shift between critical locations and with test level and response frequency, and (d) it is not reasonable to expect high accuracy from vibration equivalences when in-service data, material properties, and the production uniformity all have significant variability which contribute to dispersion of test data.

A good test was defined as one which fails equipment which will fail in service and will not fail equipment which is satisfactory for service. The definition was found to be deceptively simple. To perform a good test we must be able to describe the environment and be able to duplicate it in a test laboratory. In addition, it is necessary to formulate a suitable framework of specifications so that contractors and subcontractors can legally define project responsibilities and produce hardware to perform an intended function.

Several weaknesses exist in our ability to perform a good test. Most are unavoidable. However, it is necessary to discuss them so that they may be avoided to the largest extent possible. The primary weaknesses result from a lack of adequate field data, the use of motion-control test practices which ignore the interaction between equipment and structure, attempts to write general specifications, and approaches used to accelerate test time.

The concept of accelerated life testing must be used with consideration of the type of failure of malfunction which may result. In those cases where malfunction is level dependent it may be advisable to test equipment performance at a lower test input level than is used to simulate total service endurance. In many instances efforts to design a good test raise many more questions than answers, and it is necessary to live with unpleasantness such as specification and empiricism.

This monograph was prepared to present a current overview of related but heretofore scattered activities in an important area of vibration testing. Vibration-equivalence techniques are those approaches which are taken to predict and duplicate the results of service vibration conditions. The review of literature relevant to vibration equivalence represents the thinking of many qualified persons who have turned their attention to various facets of vibration equivalence. It is evident that much progress has been made but more is needed.
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   Presents theory and data for a means of evaluating the cumulative effects of cycles of stress at various stress levels. A classical reference.

   A historical reference wherein the concept of linear damage accumulation is put forth.

   Presents a method of relating constant-amplitude stress-fatigue data to the life of a structure under varying conditions of stress amplitude.

   Gives correlations to Miner's rule by use of damage vs stress ratio plots for various stress cycle patterns. Includes test data.

   Authors consider the effect of stress interaction on current cumulative-damage processes.

   Narrow- and broadband random tests were correlated to predicted results using both Miner and Corten-Dolan hypotheses. Both gave unconservative results. Assuming that a crack growth rate is proportional to the product of stress and crack length gave good results.

   Reviews several cumulative-fatigue hypotheses and classifies them as to type (stress dependence and interaction), and concludes that some of the hypotheses are completely reliable and that spectrum-type tests are required to verify designs.

   Discussion of a technique to predict a random fatigue curve from a sine fatigue curve. Aluminum cantilever beams were tested to verify the calculations, and the correlation was satisfactory.

   The authors compare the effects of various power spectral shapes on the fatigue life of a specimen.

   Sponsored by IME and ASME.
   Presentation of a phenomenological hypothesis of fatigue damage with verification by two-level test data. A resulting generalized analysis is presented as applicable to any fluctuating amplitude stress history.

   Authors present a fatigue-damage-accumulation hypothesis, as derived from their earlier papers, and offer the fictitious fatigue curve interpretation.


REFERENCES

   Authors present a review of 20 fatigue-damage-accumulation hypotheses and select 10 for evaluation. They use data from the literature plus testing to compare the 10 hypotheses. The Miner theory appears to be most consistent approach.

   Presents results of extensive fatigue tests of 2024-T4 aluminum under random and steady state loading.

   Equivalence equations are derived for fatigue-damage hypotheses to relate sine dwell, sine sweep and random. End-loaded cantilever beams were tested to field spectrum plus sine dwell, sine sweep, and random equivalent tests.

   A basic paper wherein the author presents a cumulative fatigue theory on the assumption that crack growth is an exponential process.

   A continuation of previous work discussed in an earlier paper.

   Reviews several cumulative damage theories which are supposed to improve on Miner's theory but concludes that our present knowledge of fatigue theory does not justify the use of these theories in most cases.

   A discussion of aircraft fatigue life and failure theories.

   A quantitative theory of cumulative damage in fatigue based on an estimation of the growth of a dominant crack. The approach is applied to the order of load applications, and to first-order random loading. Included test results show that the predicted values are in reasonable agreement with test data.

   The double linear damage rule assumes that fatigue damage occurs in two phases with each phase being governed by a linear summation of damage. Authors present extensive data to support this theory.

   Presents the development of a very general analytical model of a linear theory of isotropic cumulative failure. The mean and alternating components of a waveform are used to account for irregular stress-vs-time variations.

   A mathematical theory of fatigue is presented from which stress analysis and design methods can be developed. Theory is based on earlier papers by the author.

   Presents an involved theory to predict the fatigue life of steel.
REFERENCES

A comprehensive three-volume set of papers covering most facets of shock and vibration.


A catalog of material properties, created as a joint effort of the Department of Defense and the Federal Aviation Agency, which is a recognized source of material properties data.


A text on mechanical vibration theory and practice.


A collection of papers.


A comprehensive discussion of vibration testing.


Approximate analytical expressions, which take into account the peak attenuation due to sweeping and response outside of the sweep range, were derived for the amplification spectrum of a sweeping sinusoidal excitation.


Author describes response buildup at a critical speed relative to the rate of excitation frequency change through that speed.


Author formulates the general wearout vibration problem and includes fatigue as a special case. Paper includes some comments on accelerated testing.


Author develops an equivalence between sine and random test levels based on fatigue damage. This is a "classical" reference.


Authors perform a fatigue-type analysis to obtain an equivalent stress for a combined sine-random vibration.


Equivalence between random and sinusoidal sweep is obtained for an SDF system using fatigue criteria. Curves have been plotted to simplify the analysis.


Authors perform a fatigue-type analysis to obtain an equivalent stress for a combined swept sine and random vibration.
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A discussion of the primary influence of a random excitation on a simple SDF system.


Two approaches are described for use in simulating field vibration: (a) exact duplication, and (b) simulation of damage.


Authors introduce a Miles-type analysis and arrive at a constant relationship between random and sine vibration. Testing time and level are adjusted using fatigue curve data.


Data from several aircraft are used to arrive at several envelopes representing the vibration environment.


Suggests that the log sweep as presently used is based on incorrect assumptions relative to the magnitude of Q, and that, with the implementation of the change in frequency proportional to the one-half-powers of the frequency should be used.


A description and analysis of random vibration testing techniques.


Author develops a generalized equation for damage accumulation under shock and vibration. He also considers how changes in individual parameters change total damage. No data presented to support theoretical equation.


An equivalence between sine sweep, sine dwell and random vibration is obtained using the work due to damped forces.


Some additional derivations of equivalence equations are presented along with a limited amount of experimental data.


Contains the detailed derivation of a Miles-type complete set of equivalence relationships.


Present equivalence formula for sine and random vibration.


Author reviews several of the classical techniques for predicting acoustic and vibration levels. An equivalence between sine and random vibration is presented.

REFERENCES


Presents experimental data from four electronic equipments to verify random-sine equivalence based on the rms response of the equipments.


An undergraduate textbook in mechanical vibrations.


Two forms of equivalence between sine dwell and random were obtained using equal rms responses. Fatigue tests and electronic malfunction tests were conducted to verify the equivalence, and correlation was poor.


Author suggests a technique, based on data from similar vehicles, which may be used to establish test levels. Correction factors are applied to account for weight, structural, and acoustic level differences.


This paper discusses briefly a number of special considerations in shock and vibration testing, such as the philosophy of smooth specifications, the testing of components and subassemblies, as well as the single-frequency equivalent.


Authors point out that many sources of vibration have a continuous spectrum and methods of analysis based on only sinusoidal waveforms may not be valid. An equivalence between random and sine dwell is obtained based on equal rms responses.


The Rayleigh distribution is used to obtain an equivalence based on the number of peaks above a certain level. The time is varied depending on the relative spectral densities and the ratio of cutoff levels to rms levels.


The authors base equivalence, between swept sinusoidal vibration or swept narrowband random vibration and wideband random vibration, on reproducing the distribution of response peaks above some level. No experimental data are presented.


Author suggests a test in which narrowband random vibration is swept logarithmically through the frequency range. Equivalence is based on producing a similar distribution of peaks at high stress levels.


An equivalence between swept random and broadband random is proposed using cumulative distributions of peaks.

Sweep random is made equivalent to wideband random by matching peak distributions and equivalence to sine on an rms basis. Time scaling can be obtained by changes in compressor speed.


Authors suggest the use of swept narrowband random as an equivalent of broadband random. The equivalence maintains the peak distributions in the 2ω to 3ω region nearly equal. A technique is also presented to accelerate swept sine tests.


Author attempts to correlate random and sine sweep vibration through the use of signal degradation. Correlation was poor for the two items of equipment considered.


Presents several techniques to define equipment frailty and attempts to obtain a random-sine equivalence based on malfunction.


Authors attempt to achieve a malfunction correlation between random vibration and sine sweep vibration on three items of equipment. Correlation was very poor.


An electrical analog of an SDF system is used to compare responses of actual vibration and proposed laboratory tests. A narrowband swept random test is suggested to simulate a broadband random test.


Fundamental relationships for impedance are given. It is suggested that the impedance of the specimen's foundation should be considered in developing vibration tests.


The author points out that the assumption of negligible specimen impedance inherent in the motion input approach to vibration testing is often unsatisfactory.


A review of various procedures currently employed in developing test specifications. Typical shortcomings are noted and several equivalences are reviewed.


A discussion of the physical aspects and problems of mechanical vibration.


Author points out that neglect of the effects of impedance generally leads to tests which are far more severe than any field conditions.

REFERENCES


Author questions validity of present vibration specifications, based on the envelope of the field data, which do not allow tested equipment to react in a normal manner.


Several practical solutions to the problem of translating field vibration data into specifications are suggested, one of which is to make measurements of the response of structures in the field.


Author suggests that present military environmental specifications rarely give representative of actual hardware service application.


Provides results of vibration tests conducted on a simulated equipment mounted in a section of an aircraft fuselage and then mounted to a rigid fixture on a shaker. Both input force and input acceleration were measured during the vehicle test. The envelopes of the acceleration peaks were used as inputs during the shaker tests.


Authors proposed that large assemblies such as electronic racks be tested using a broadband input spectra in conjunction with a limit curve for response amplitudes. The input would be notched at frequencies where the response exceeded the limit curve.


Presents arguments against input control vibration tests. It is suggested that equipment response be limited to account for vibration absorbing phenomena.


Author points out that the acceleration levels quoted in many of the general purpose vibration test specifications are based on measurements made at vibration anodons. Where this is so, there is no justification for permitting the acceleration level at any of the attachment points to exceed the level quoted, or for permitting the applied force to exceed a computable value.


Author suggests controlling foundation mass (electronically simulated) and force input to allow test item to interact with its foundation in a manner similar to actual field usage.


Author presents techniques for simulating foundation impedance during electronic vibration tests.


Suggests using the envelopes of both force and acceleration data to specify a vibration test.
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A detailed description of impedance measurements on rockets and payloads.


Authors present the results of analytical and experimental studies of the dynamic properties of typical floors and computer input/output equipment.


Recommends the use of multimodal vibration fixtures which more nearly match the impedance of actual mounting structures.


Author extends a method proposed by Clarkson for predicting rms stresses on aircraft structures that are excited by high-intensity noise.


Author advocates a full vehicle acoustic test early in a program to check the correctness of assumed vibration test levels. Acoustic testing of entire vehicle is said to eliminate vehicle random vibration testing.


Author presents a curve derived from experimental data which is used to estimate the acoustic noise reduction due to shrouds.


Although random vibration tests of spacecraft give satisfactory simulation of flight loads, acoustic tests are recommended since they give better simulation.

Experimental data are presented to support this conclusion.


An extensive description of the acoustic test of a full-scale wing section. Simulation was based on reproducing the acoustic spectra at several points and a Miles analysis was used in accelerating the test.


A 180° segment of the Apollo Service Module (SM) was subjected to acoustic inputs to simulate flight vibration levels.


Large-scale acoustic tests are replaced by multipoint mechanical vibration tests by simulating the power flow to the test item. Limited experimental verification is presented.


Discussion of the design and performance of an acoustic fatigue facility used for testing the Apollo configuration.

REFERENCES


Includes an engineering evaluation and data on acoustic and vibration testing. Used as a basic reference for various vibroacoustic papers.


A least-squares fit of measured data (acceleration vs SPL) is used to predict acceleration levels from known acoustic levels. The 95-percentage curve is used to give a conservative test.


An authoritative monograph on random noise and vibration.


Authors used an air jet to excite equipment for the purpose of reproducing both vibration and acoustic inputs simultaneously.


The acoustic test was replaced by a mechanical vibration test which produced an equal response at some point in the equipment.


The duplication of acoustic input levels during test does not guarantee a satisfactory test. Consideration must be given to these items with appropriate adjustments of input levels.


Author describes the random-noise testing of structures by using a mechanical shaker. This is achieved by mechanically reproducing measured or predicted responses to the original acoustic input.


Authors develop a series of design monographs for fatigue design of typical airframe structure. Random and sine fatigue data are equated using a Miles analysis and numerical integration.


Authors present a regression analysis of vibration vs acoustic levels on the B-58 aircraft. This is a classical paper in the flight-vehicle vibration-prediction field.


Environmental testing is mainly a comparison process and cannot be expected to qualify systems and components for field service. The designer, inspector, and contract negotiator must recognize the arbitrary character of this type of test and appreciate the proper role of suitable specification waivers and modifications.
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Author recommends the use of company standard test procedures in conjunction with environmental criteria to tailor specifications to individual items of equipment. Typical sections of such a procedure are presented.


APPENDIX
SYMBOLS AND NOTATION

\[ \begin{align*}
A & \quad \text{A constant defined in the text} \\
AF & \quad \text{Amplification factor} \\
AG & \quad \text{Acceleration gradient} \\
b & \quad \text{Negative reciprocal slope of logarithmic S-N diagram} \\
B & \quad \text{Bandwidth} \\
c & \quad \text{Damping} \\
C & \quad \text{A constant defined in the text} \\
D & \quad \text{Damage} \\
\bar{D} & \quad \text{Dynamic modulus} \\
E & \quad \text{Distance from the neutral axis} \\
\exp(\ ) & \quad \text{Natural or naperian e raised to the bracketed power} \\
E[\ ] & \quad \text{Expected value of quantity in brackets} \\
F_0 & \quad \text{Characteristic frequency} \\
F_n & \quad \text{Natural frequency} \\
F & \quad \text{Force} \\
\bar{F} & \quad \text{RMS force} \\
g & \quad \text{The local acceleration of gravity} \\
h & \quad \text{Crack depth} \\
H(\ ) & \quad \text{Response magnification function} \\
I & \quad \text{Moment of inertia} \\
\bar{I} & \quad \text{A stress interaction factor} \\
K & \quad \text{Spring rate} \\
k & \quad \text{Slope of loading spectrum curve, from Lundberg} \\
m & \quad \text{Number of damage nuclei} \\
\bar{m} & \quad \text{A generalized mass} \\
M & \quad \text{Mass or moment} \\
\bar{M} & \quad \text{Mobility} \\
n & \quad \text{Number of cycles} \\
N & \quad \text{Number of cycles to failure} \\
P & \quad \text{An experimentally determined constant} \\
P[\ ] & \quad \text{Probability density of quantity in brackets} \\
q & \quad \text{A scale factor} \\
Q & \quad \text{Resonance transmissibility} \\
r & \quad \text{Rate of crack propagation or ratio of peak sine to rms random stress} \\
R & \quad \text{Ratio of lower to high crack propagation rates} \\
\bar{R} & \quad \text{Receptance}
\end{align*} \]
EQUIVALENCE TECHNIQUES FOR VIBRATION TESTING

A scale factor or sweep parameter

Stress

RMS stress

Time

Time to failure

Energy

A vibration acceleration in g's, i.e., the ratio of the applied acceleration to the local acceleration of gravity

RMS vibration acceleration

Work

Apparent weight

The power spectral density of the bracketed quantity

Ratio of two quantities

A spatial coordinate

Velocity in the spatial coordinate direction

Acceleration in the spatial coordinate direction

Mechanical impedance

Rate of change of compressor speed

Number of cycles in a transient

Gamma function of the type shown in brackets

An experimentally determined factor in Shanley fatigue theory

Mean stress or change in stress

Strain

Impedance angle

Ratio of cycles at higher load to total number of cycles

A constant

Standard deviation

Ratio of actual to critical damping

Angular frequency

Natural angular frequency

Superscripts and Subscripts

a

An experimentally determined exponent

d
The Corten-Dolan experimentally determined exponent

e
Equivalent

f
Failure

h
Higher

k
An exponent

l,m,n
Level dependent

i,j
Indexes

o
Original condition

r
Random

SYMBOLS AND NOTATION

s
Stress dependent

sd
Sinusoidal dwell

ss
Sinusoidal sweep

sp
Peak amplitude

x
An experimentally determined exponent in Shanley fatigue theory

α
An experimentally evaluated exponent

γ
An experimental exponent

The terminology and symbolism used to achieve compact notation is as follows:

\[ \sum_{i} Y_{sd,i} \]

\( \sum_{i} \) index of summation, i.e., there are \( i \) different environments

\( Y_{sd,i} \) type of vibration, \( sd = \text{sine dwell, } r = \text{random, and } ss = \text{sine sweep} \)

\( \omega[V]^{ss}_{t} \)

Initial history prior to equivalence

Condition of equivalence

\( f_{j,i} \) defines the random environment in terms of power spectral density as a function of frequency for the bracketed parameter

\( f_{j,i} \) the \( j \)th frequency component of the \( i \)th vibration history

Vibration levels based on estimated acoustic excitation and measured acoustic acceptances are compared to measured vibration levels. Correlation is good above 600 Hz.


Authors offer an approach to comparing the structural response of panel supports under sonic excitation.


Expressions are derived for the prediction of time to failure caused by acoustic excitation. Simplifying assumptions indicate that probability of failure at any time is directly related to the cumulative probability of the distribution function associated with the rms stress response.


A process is discussed in which the amplitudes of the acceleration peaks and their probability distributions are used rather than the rms values of the accelerations.


Cantilever beams of four materials were used to obtain fatigue failures at constant input levels.


Author bases vibration test levels on similar responses as predicted by an analog computer method. The amplitude and sweep rate of a sine wave are adjusted to yield similar responses to measured accelerations in vehicles.


Covers the status of vibration requirements in packaging specifications and current Aerospace Industries Association (AIA) Committee action.


A modal analysis of a uniform, pinned-end, cylindrical shell was performed to predict response accelerations caused by a modified progressive wave, a reverberant field, and a flight acoustic field.
Cumulative damage (Continued)
  fatigue theory, 6
  processes
  linear, 11, 23-26
  nonlinear, 14, 23, 27
  phenomenological, 28-32
  summary, 34
  time scaling, 37


Damping
  Coulomb, 40
  discussion, 40
  effects, 35, 38, 88
  energy, 40
  oscillator, 61
  structural, 42
  viscous, 40

Damage
  at failure, 11
  at resonance, 46
  comparison, 33
  due to magnitude, 73
  equivalence limitations, 117
  linear, 13, 23
  mechanisms, 33
  nonlinear, 14, 23
  relative, 62

Data
  envelope, 95, 97
  motion, 107, 109
  scatter, 7, 113

Dead mass, 100

Deficiency
  operational, 38
  permanent, 38

Definition of environments, 107
Degradation, temporary functional, 37, 38

Den Hartog, J.P., [51] 40
Dolan, H., [22] 14, [23] 14
Dorland, W.D., [116] 104
Driving point impedance, 91, 95
Dynamic modulus, 92

Edge, P., [120] 104
Effective stresses, 47
Eisen, W.G., [112] 104
Endurance limit
  defined, 7
  test, 37
Enslen, C., [32] 26
Envelope
  data, 97
  force, 102
  response, 98
  test, 70, 96
Environment
  equivalence application, 106, 112
  limitations on reproducing, 118
  representative, 110
  service, definition of, 107, 110
Equal distribution of peaks, 78
Equal rms response, 74

Equivalence
  categories, 2
  change of test type, 50, 70
  characteristics, 118
  complex spectrum, 46
  impedance, 91
  interaction, 89
  magnitude, 73, 88
  malfunction, 85
  simple spectrum, 38
  stress, 43, 74
  technique selection, 107, 114
  testing, 95, 112
  time, 49
  true, 89
  uses, 114, 117
  vibration, defined, 1
  wearout, 34, 37
Equivalence theories, basic
  Corten-Dolan, 14
  Miner's, 11
  Shanley 1x, 18
  Shanley 2x, 20
Eshelman, R.L., [43] 29

Excitation
  beat, 59
  continuous, 59
  level limited, 38
  multiple, 46
  random, 47
  sinusoidal dwell, 39
  sinusoidal sweep, 44
  sources, 100, 107

Failure
  at resonance, 77
  cumulative damage, 6
  definition, 12
  due to cyclic stresses, 11
  electronic equipment, 34
  high cycle, 9
  isotropic cumulative, 26
  load level dependence, 12
  low cycle, 9
  mechanisms, 35, 107

Fatigue
  definition, 6
  effects of creep, 8
  life, 7, 11, 12, 33
  load effects, 50
  processes, 6, 50
  temperature dependence, 8
Fatigue theory, 33, 50, 118

First passage, 73, 118

Fixture
  control, 100
  multimodal, 102
  stiffness, 90

Force envelope, 102
Force measurement, 103
Force, resting, 44

Foster, J.E., [85] 85
Fragility, 79, 85
Frascia, R., [123] 104
Friehe, J., [32] 26

Frequency response, 75
Gamma function, 52
Gaussian processes, 48, 52, 75, 77
Gerke, J.F., [26] 17, [70] 66
Gertel, M., [62] 55
Gohn, G., [4] 6
Granick, N., [65] 59, [66] 59
Grover, H., [29] 24
Halt, B.M., [68] 63
Harris, C.M., [49] 34
Harris, J.M., [105] 100
Harvey, W., [127] 105
Head, A.K., [42] 29
Herrera, J.G., [99] 98
Hillberry, B.M., [18] 11
Hooke, F.H., [42] 29

Impedance equivalence, 91
Incremental damage, 6
Input force control, 100
Input power control, 99
Interaction
  equivalence, 1, 89, 117
  resonance, 46
  structural, 97

Interrelationship of test variables, 107
Jacobson, L.S., [74] 75
Johnston, J.D., [116] 104
Kachadorian, G., [76] 76
Kachele, L., [19] 20
Kaplan, S., [110] 104, [111] 104
Kaufman, S., [61] 55
Kommers, J., [38] 28
Kozin, F., [47] 31, [48] 31
Langer, B.F., [7] 6
Lapin, W.L., [61] 55
Lee, F.M., [55] 46
Stress
alternating, 9
compressive, 9
concentrations, 8
critical, 38
cyclic, 9, 10
effective, 47
equivalences, 43, 74
equivalent, 13, 18, 20
fluctuating, 9
mean, 9
patterns, 6
pulsating, 9
related to damping, 41
Structural damping, 42
Sutherland, L.C., [132] 118
Sweep rate, 54-55
Swee, A.L., [48] 31
Swept random technique, 80
Temperature, influence on failure, 8
Test
complete spectrum, 46
definition, 105
events, 114
equivalence, 112
fixture, 90
improvements, 91
level limited, 38
practices, 49
purposes, 114
random, 47
realism, 95, 106
sinusoidal dwell, 39
sinusoidal sweep, 44, 46
specifications, 105
vibroacoustics, 103
time scaling, 37, 38, 39, 43, 44, 48, 78, 80
two-level, 37, 38, 59
type changes, 50, 70
Time
ratio, 39
scaling, 37, 38, 39, 44, 48, 73, 78
Tinling, N.G., [53] 44, [136] 118
Tord, I., [36] 27
Transfer impedance, 92, 95
Transmissibility,
effects of damping, 40
resonant, 36
Trotter, W.D., [75] 76
Valluri, S., [31] 25
Van Dyke, J.D., [43] 29
Ven, M., [70] 66, [100] 98
Vibration
changes in test time, 33
comparison of tests, 33, 50
damping, 40
induced wearout, 34
linearity, 43
random, 47, 48
test events, 114
Vibration equivalence
categories, 2
characteristics, 118
defined, 1, 33
in testing, 114
modeling, 23
Vibration fragility, 85
Vibration simulation, 1
Vibroacoustic testing, 103
Vigness, J., [96] 95, [130] 113
Viscous damping, 40, 42
Warren, A., [88] 88
Waterman, L.T., [68] 63, [69] 64
Weaknesses, 117
Wearout,
damage, 36, 37
definition, 33, 34
general, 34
level sensitive, 34
repetition, 34
uses, 33, 118
West, J., [117] 104
Wren, R.J., [116] 104
Yang, T.M., [105] 104
Young, L., [24] 16